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ARTICLE INFO ABSTRACT 
  Maintaining up with the measurements of consumer behaviour is crucial in the 

ever-changing world of online retail marketing. For data-driven decisions, better 
customer experiences, optimized marketing strategies, and increased income, the 
use of consumer behaviour indicators in online retail marketing is crucial. To better 
compete in today's digital marketplace, it helps stores learn more about their 
customers' likes, dislikes, habits, and trends. Challenges arise from factors including 
the need for instantaneous adjustments, the variety of consumer actions, and the 
complexity of data integration and analysis. Getting beyond these roadblocks is 
essential for using consumer behaviour insights effectively. To effectively 
gather, analyze, and use consumer behaviour indicators, the paper introduces Real-
Time Behaviour-Based Customer Segmentation Analysis (RTB-CSA). This novel 
technique integrates innovative machine learning algorithms, data analytics, and 
real-time tracking technologies. In addition to gathering and analyzing data, this 
method yields valuable insights that can direct advertising, individualized 
suggestions, and the layout of online shops. This method has several potential uses 
in the digital advertising, e-commerce, and augmented reality retail industries. 
Retailers may improve customer engagement and conversion rates by using 
consumer behaviour indicators to fine-tune product placement, pricing, and 
advertising. Our findings show significant consumer involvement, conversion rates, 
and revenue creation enhancements. Concerns about data privacy and ethics are 
additionally addressed, assuring the ethical application of consumer behaviour 
measurements. 
 
Keywords:Consumer Behaviour, Metrics, Virtual Retail Marketing, Customer 
Segmentation. 

 
Introduction 

 
Promoting and selling goods and services to consumers through digital technology and virtual environments 
is known as "virtual retail marketing." It includes various approaches to attracting and retaining customers 
while shopping online. Understanding the shades of customer behaviour is crucial in the ever-changing world 
of e-commerce marketing. Consumer behaviour measurements have evolved as a foundation for data-driven 
decision-making, improved customer experiences, targeted marketing, and, eventually, higher profits in the 
online marketplace. Online merchants who want to succeed in today's competitive environment must have a 
firm grasp of their consumers' likes, dislikes, routines, and emerging trends to stay ahead of the curve [1]. The 
road to implementing consumer behaviour insights has its obstacles, though. The necessity for continuous 
adaptation, the variety and complexity of customer behaviour, and the massive number of data that must be 
integrated and interpreted might all appear insurmountable obstacles [2]. However, overcoming these 
challenges is crucial for fully realizing the promise of consumer behaviour insights. 
 
This study presents a novel method called Real-Time Behaviour-Based Customer Segmentation Analysis 
(RTB-CSA) to close this gap and efficiently collect, evaluate, and use metrics based on consumers' actual 
behaviour [3]. Modern machine learning algorithms, data analytics, and live tracking combine in one ground-
breaking method. This strategy not only collects and analyses data but also provides valuable insights that help 
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direct marketing initiatives, customize suggestions, and enhance the design of e-commerce sites. Digital 
advertising, online shopping, and the emerging field of augmented reality retail are just a few areas where this 
technique might be helpful [4]. With the right analytics, merchants can optimize their product placement, 
pricing tactics, and advertising campaigns for maximum customer engagement, conversion rates, and revenue 
creation [5]. Our research shows that this novel method significantly increases customer participation, 
conversion rates, and income creation. Researchers also deal with urgent data privacy and ethics issues, 
ensuring consumer behaviour measures are used responsibly and ethically [6]. In this paper, the Researcher 
embarked on a journey through the evolving landscape of online retail marketing, where data-driven insights 
light the way to success. The incorporation of real-time behaviour-based customer segmentation analysis 
revolutionizes how businesses connect with their digital audience [7]. 
 
The ability to extract valuable insights from large data sets has become increasingly important as the Internet 
has expanded. Many businesses across industries are increasing their online presence to reach new, engaged 
customers [8]. The success of traditional advertising methods was overshadowed, and extensive data-based 
precision marketing has emerged to meet the needs of the times [9]. Today, researchers at home and abroad 
have uncovered pertinent information and research analysis in data mining and consumer behaviour, which 
are of excellent significance interest in AI [10]. Both structured and unstructured forms of communication 
exist. Data mining means searching through a large amount of data for potentially helpful information, 
assisting with making choices to resolve issues [11]. This research strategy has been prevalent in everything 
from forecasting and assessing to financial engineering, risk management, etc. Two main data mining 
algorithms exist: learning under supervision and without charge [12]. Generally speaking, five phases are 
involved in creating consumer behaviour: demand motivation, information acquisition, evaluation, decision-
making, and feedback. Understanding consumer behaviour is crucial for businesses that want to be responsive 
in a competitive market [13]. Several factors at play influence people's consumption habits. Age, gender, 
occupation, income, location, and other factors influence how consumers purchase [14]. Having a firm grasp 
on what motivates consumers to buy is crucial for businesses, as it allows them to tailor their promotional 
efforts to the digital habits of their target demographic. Digital patterns, in turn, help them increase sales, 
strengthen their brand's reputation, and cement their place in the market [15]. 
 
An approach to consumer behaviour trends is proposed in this paper that makes use of machine learning to 
precisely pinpoint users and construct a stable prediction process within a complex prediction environment. 
This paper's main contributions are first, in the context of sound prediction, based on the machine learning 
algorithm to predict the user's consumption behaviour, indicating whether the target user will have a purchase 
behaviour; and second, in the context of big data, precise marketing, and precise push of goods for users, which 
can accurately locate the users who are easy to lose. 
Important takeaways from the material can be boiled down to three main ideas: 
 

 The paper introduces a novel method called RTB-CSA that employs state-of-the-art machine learning 
algorithms, data analytics, and real-time monitoring to gather, analyze, and implement metrics based on 
customer behaviour. 

 Studies show that deploying RTB-CSA leads to a sizeable increase in customer activity, conversion rates, 
and revenue. Increased customer engagement and payment can be achieved through real-time behaviour-
based insights in various business operations, including product placement, pricing strategies, and 
advertising campaigns. 

 
Our research reveals sizeable gains in customer participation, conversion rates, and new revenue. The ethical 
use of consumer behaviour measurements is ensured by addressing concerns about data privacy and ethics. 
The rest of the paper is laid out as follows. In Section 2, we'll go through what has already been discovered 
about RTB-CSA. Section 3 examines how the proposed RTB-CSA might function in practice. The results of 
applying machine learning are shown in Section 4. The last thoughts are presented in Section 5. 
 

Related works: 
 
Haleem, A. et al. [16] proposed Artificial intelligence (AI) applications for marketing: A literature-based 
study.  The subject of artificial intelligence, known as machine learning (ML), enables machines to learn how 
to evaluate and understand data independently. As a bonus, ML helps people find practical solutions to 
problems. Inputting more data into the algorithm causes it to learn, boosting its efficiency and precision over 
time. Scopus, Google Scholar, ResearchGate, and other databases are mined for articles on AI in marketing. 
These articles were then read to help shape the paper's central argument. This paper makes an effort to 
summarise the Impact of AI in advertising. 
 
Researchers S. Dash et al. Classification and forecasting of end-user actions using a neuro-fuzzy model. User 
behaviour analysis for categorization and prediction is one of the most exciting areas in data science. In 
addition to observing suspicious activities (security and privacy), this type of analysis is carried out to learn 
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about users' interests in a product (for marketing, e-commerce, etc.) or toward an event (for elections, 
championships, etc.). This research suggests a neuro-fuzzy approach to classify and anticipate user behaviour. 
The objective is to compile a database of users' system, network, and website activity logs over time. Each user's 
360-degree input supplements the essential analysis input. 
 
Yap, Y. R. et al. [18] proposed Factors of virtual influencer marketing influencing Generation Y consumers' 
purchase intention in Malaysia. This research aimed to identify the most important features of virtual 
influencer marketing and how they relate to the purchase decisions of young Malaysians using the TEARS 
model and the theory of planned behaviour. Data analysis from 450 participants confirms the importance of 
parasocial interaction and attractiveness but not perceived realism or trustworthiness. One's perspective on 
virtual influences mediates parasocial engagement, physical beauty, and buying intention. Finally, the 
connection between parasocial interaction and purchase intention is the sole variable affected by gender and 
persuasive knowledge. 
 
Galli, F.[19]proposed  Algorithmic Marketing. The concept of "algorithmic business" is introduced and 
discussed in this chapter. The latter is a sociotechnical concept that explains how businesses can make 
assessments, predictions, and other decisions based on their customers' behaviour through intelligent 
computational processes. The advent of potent new apps based on machine learning and cognitive computing 
that can evaluate consumer data and make automated judgments in real time has driven this phenomenon, 
marking the zenith of the evolution of marketing technology. Origins, significant technologies, present usage, 
and new organizational forms are all covered in this section's thorough review. 
 
Bashar, A. et al. [20] proposed Excelling Customer Experience Through Data-Driven Behavioral Intelligence. 
The article discusses the value and difficulties of each part from an operational standpoint. In addition, this 
article highlights the benefits of understanding consumer behaviour, which may lead to increased brand loyalty 
and product advocacy among target demographics. The paper concludes with a discussion of development 
opportunities and limitations. 
 
Wen, Z. et al. [21] proposed a Machine-Learning-Based Approach for Anonymous Online Customer Purchase 
Intentions Using Clickstream Data. This study presents a machine learning model (MBT-POP) for predicting 
consumer purchase behaviour based on multi-behavioural trendiness (MBT) and product popularity (POP) 
using data from 445,336 user sessions. When applied to the shopping behaviours of anonymous customers 
across a 2-day sliding window, the MBT-POP model shows the best predictive performance (F1 = 0.9033). The 
MBT-POP model surpasses earlier studies and reduces the days required for successful prediction. 
 
Equihua, J. P. et al. [22] proposed Modelling customer churn for the retail industry in a deep learning-based 
sequential framework. This study introduces a robust survival framework for identifying non-contractual retail 
customers who may cease purchasing with a company. Customers take advantage of the survival model 
parameters learned by recurrent neural networks to obtain individual-level survival models for purchasing 
behaviour based solely on individual customer behaviour without the need for the laborious feature 
engineering processes typically required when training machine learning models. 
 
Patra, A. et al. [23] proposed Customer Segmentation and Future Purchase Prediction using RFM measures. 
Combination methods, such as clustering and classification mechanisms, have recently shown promising 
results, allowing for not only segmentation but also the classification of both existing and new customers into 
clusters. That's why businesses must invest in customer relationship management. Instead of performing 
clustering directly on the RFM table, as has been done in previous studies, this one clustered the Recency, 
Frequency, and Monetary columns separately and then combined the scores to divide the customer base into 
three groups. However, A new customer can fit into any category depending on their buying habits. 
Based on the related works, ML analyses customer behaviour more efficiently than other methods. The 
following session explains the proposed ML method in virtual retail marketing. 
 
Virtual retail marketing and its applications 
The term "virtual retail marketing" describes enhancing the online shopping experience for consumers by 
implementing various digital tools and techniques. It includes different styles, such as online stores, VR, AR, 
SM, content marketing, DA, personalization, mobile apps, and more. This method aims to increase online 
interaction with customers, boost revenue, and foster brand loyalty. 
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Figure.1 Virtual retail marketing and its applications 

 
Uses & Applications: 
Virtual retail marketing and its applications are shown in figure1. Electronic Malls and Exhibition Halls are 
considered Digital showrooms, and stores can look and feel just like their brick-and-mortar counterparts 
thanks to careful attention to detail. To explore these simulated environments, customers can use computers 
or virtual reality (VR) headsets.  Augmented and virtual realities are used so customers can look at and try on 
items like they were in the store. Augmented and virtual realities give Customers a chance to try on anything 
from clothing and accessories to furniture thanks to augmented and virtual reality technologies. For instance, 
they can use their smartphones to visualize how a new sofa would look in their living room. These innovations 
bring a sense of play and interactivity to the shopping experience, drawing customers in and keeping them 
there longer. 360-degree product views are standard in online stores, allowing customers to see the goods from 
all sides. Thanks to this feature, customers can examine products in detail before purchasing. Virtual try-on 
solutions have become increasingly popular in the beauty and fashion industries. Customers can see how they 
would look in a particular item of clothing, makeup, or eyewear before purchasing it. With the help of customer 
data and AI algorithms, e-commerce platforms can recommend products more likely to interest individual 
shoppers. 
 
Experiential Product Demonstrations and Digital Reenactments and Simulations: 
Companies can use tutorials and interactive demonstrations to educate consumers about their wares. This 
demonstration is beneficial for high-tech or complex products. Brands can connect with their audience and 
generate buzz about their products by holding virtual events like product launches, fashion shows, and store 
tours. 
 
Buying and Selling on Social Media and Insights and Analytical Work: 
Customers can tell their friends and family about the great deals they found on their favourite products when 
online retailers incorporate social media features into their platforms. Information about shoppers' actions, 
preferences, and interactions can be collected through online marketplaces. This information is helpful for 
brands looking to enhance their marketing efforts and their relationship with their clientele. 
 
Worldwide Impact and Money Saved: 
By eliminating the need to open multiple brick-and-mortar locations, virtual retail paves the way for companies 
to sell to customers worldwide. Online shopping can save money on overhead costs like rent, utilities, and 
labour compared to traditional brick-and-mortar stores. 
 
Accessibility: 
Because it doesn't require walking around, online shopping is more accessible for people who have trouble 
getting around. To sum up, virtual retail marketing aims to drive customer engagement and sales while 
providing valuable insights to businesses through technology to create immersive and exciting shopping 
experiences. Online shopping has the potential to become more prominent in the industry as technology 
advances. 
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Real Time Behaviour-Based Customer Segmentation Analysis (RTB-CSA) through ML: 
Sensitivity analysis is a method for determining how responsive an outcome is to modifications to a model's or 
system's inputs. This term implies that the study focuses on determining which factors or features of online 
shopping portals and products significantly influence making accurate predictions at the session and user 
journey levels. A "shopping portal" is any website or app that allows customers to research, compare, and buy 
goods and services online. Online retailers like Amazon and eBay serve as examples. Features at the Product 
LevelThese are specifics about each product that can be found on the e-commerce website. Features at the 
product level can include a variety of factors, such as price, category, brand, product description, reviews, and 
more. The term "session-level classification" most likely refers to labelling and categorizing individual 
shopping sessions on the e-commerce website. The time between when a user logs in and when they either log 
out or leave the site is called their "session." A session can be classified in a variety of ways, including 
"browsing," "shopping cart usage," "product search," etc. Classification Based on User Journeys User journeys 
are the steps a user takes to complete an action on a website, like making a purchase. Classifying users based 
on their expected trips whether they will complete a purchase or abandon it—is known as user-journey level 
classification. The analysis's end goal is to predict whether a buyer will make a purchase. Researchers may care 
about a shopper's propensity to buy during their time on the e-commerce site. Factors such as user actions, 
product characteristics, and session-level attributes could inform such a forecast. The primary goal is to foretell 
customers' future spending habits. The analysis aims to group users or sessions into meaningful categories or 
clusters for future purchase prediction. 
 
Considered in the analysis are two distinct types of features: 
Features of Online Shopping Portals Most likely, these features pertain to the online shopping portal itself, 
including its layout, interface, and functionality. 
 
Features at the Product Level: Features at this level are those that are specific to the products that are 
available on the platform and can include things like product attributes, pricing, reviews, and more. 
Classification Scales: Classifying user sessions entails grouping sessions together into broad categories. 
Sessions can be categorized according to the actions taken by the user, such as "browsing," "cart usage," or 
"product search." Classification at the level of the user's entire journey means labelling the user's steps while 
navigating the platform. Examples include tagging user paths as "purchased" or "abandoned." 
Methods: The analysis may include unsupervised learning approaches, such as clustering algorithms, to 
categorize sessions or user journeys according to the detected attributes. Clustering is a valuable tool for 
uncovering similarities and patterns in user behaviour without requiring labelling. The ultimate goal of this 
research is probably to improve the purchase prediction and the user experience on the online shopping portal. 
Businesses can enhance their marketing, product recommendations, and customers' online shopping 
experiences by segmenting their users based on their behaviour. 
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Figure .2 Real-Time Behaviour-Based Customer Segmentation Analysis (RTB-CSA) with ML 

 
Fundamental Time Behaviour-Based Customer Segmentation Analysis (RTB-CSA) with ML is shown in Figure 
2. "Real Time Behaviour-Based Customer Segmentation Analysis (RTB-CSA) through ML using RNN" is an 
advanced method for segmenting customers in real-time by analyzing their behaviours with the help of 
machine learning and, more specifically, Recurrent Neural Networks (RNN). Customers' interactions with a 
system or platform are analyzed and segmented in real time. This analysis and segmentation means that the 
system is constantly fine-tuning the different types of customers it serves based on the most recent data about 
their actions and preferences. Analysis of customer segments based on shared characteristics or behaviours is 
known as customer segmentation analysis (CSA). In addition to categorizing and segmenting customers, CSA 
suggests that this procedure also involves analysis. Automating the segmentation procedure and spotting 
patterns in customer behaviour are both tasks that can be handled by machine learning (ML) techniques. In 
this setting, we'll discuss an RNN, or Recurrent Neural Network, a deep learning model. RNNs can process 
sequential data such as time series or customer interactions. RNNs are an architecture of neural networks that 
excel at capturing sequential dependencies in data. The sequential nature of exchanges (such as the order in 
which web pages are viewed) can be considered when modelling and analyzing customer behaviour over time 
using RNNs in the context of customer segmentation. 
 
The possible steps involved are as follows: 

 Customers' actions are tracked in real-time as they use a service like a website or mobile app, and this 
information is used to improve the platform. Information such as clickstreams, session times, pages visited, 
products added to carts, and more may be collected. 

 Extracting features or variables from data to characterize customer behaviour is known as "feature 
engineering." Visitation patterns, duration, purchases, and recent interactions are all examples of such 
details. 
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RNN Modeling: A recurrent neural network, such as a Long Short-Term Memory or a Gated Recurrent Unit, 
is trained using data from customers' past actions. The RNN is trained to recognize sequential patterns and 
dependencies in the data to model the dynamic changes in consumer behaviour over time. The trained RNN 
can predict which segment or category each customer belongs to in real time as new customer data becomes 
available. This segmentation can inform targeted marketing campaigns or personalized responses in real time. 
The system continually learns and updates its model and segmentation based on new information, ensuring 
that consumer segments are always accurate. 
 
Clustering and Logistic Regression: 
To segment and analyze customer behaviour in real-time, "Real-Time Behavior-Based Customer Segmentation 
Analysis (RTB-CSA) through ML using Clustering and Logistic Regression" presents a data-driven approach 
using machine learning techniques, mainly clustering with classification phase, as shown in Figure 3. 
 

 
Figure.3 Clustering with classification phase 

 
Time-of-Action Behavior Analysis: Customers' interactions with a system are analyzed and segmented in 
real-time. Accordingly, the system's client groups are fluid, evolving to account for new consumer preferences 
and habits data. Customer segmentation analysis (CSA) divides customers into subsets with similar 
characteristics or habits. An in-depth analysis of consumer behaviour patterns is suggested by CSA, suggesting 
that this procedure goes beyond simple categorization. Machine Learning (ML): ML methods automate 
customer behaviour analysis and segmentation. Clustering and logistic regression are two methods specifically 
mentioned here. Customers with similar behaviours are grouped using clustering algorithms (like K-Means, 
DBSCAN, or hierarchical clustering). Without the need for predefined categories, this facilitates the discovery 
of commonalities in customers' actions and interactions. The logistic regression statistical modelling technique 
is frequently used for binary classification tasks. Predicting a customer's segment or category membership 
based on their characteristics and actions is a potential application of this technology. For instance, it can 
estimate a customer's propensity to buy. One possible procedure for performing a clustering and logistic 
regression analysis on customer behaviour in real-time is as follows in figure.2. 
Information Gathering: As users engage with a service, their actions are tracked in real-time. Pageviews, 
clicks, purchases, time on site, and other user actions could all be part of this information. Behaviour can be 
represented by features derived from the data collected through feature engineering. Consider factors like 
session length, frequency of visits, average transaction value, and recency of interactions as examples of such 
characteristics. Customers' behaviours are analyzed, and clustering algorithms divide them into distinct 
groups. Customers who share similar habits are grouped in clusters. Clusters could include things like 
"frequent shoppers," "browsing customers," and "cart abandoners." 
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Logistic Regression Modeling: Statistical models are trained for each customer subgroup using logistic 
regression. These models use a set of carefully chosen characteristics to make inferences about a customer's 
likely membership in a given group. With the help of logistic regression, businesses can better predict whether 
or not a customer will engage in a given behaviour or make a purchase. As new customer data is received, it 
can be used with the clustering and logistic regression models to automatically place users into relevant groups 
and generate predictions about their future actions. Constantly learning from new data, the system refines its 
models and segments customers into groups that will continue to provide valuable insights. 
 
"Real Time Behaviour-Based Customer Segmentation Analysis (RTB-CSA) through ML using 
RNN." 
Despite their usefulness, neural networks have some limitations as machine learning models. These techniques 
need a large sample size since the model's structure, which frequently includes numerous intermediary layers, 
results in thousands, if not millions, of parameters that must be optimized during training to prevent 
inaccurate extrapolation. Also, it makes accurate forecasts. The next issue is that when the goal is to estimate 
a probability distribution, networks often provide neural Point estimates from the dependent variable, and 
these estimates are often inaccurate because of the networks' lack of confidence in their projections. An 
everyday approach is the best way to deal with these problems. The probabilistic method wherein a distribution 
is assumed over the dependent variable X, i.e. (X P(θ)). Since the neural network outputs are only guesses if 
the vector's parameters are unknown, alternatively to relying on estimates of the parameter distribution, 
objective variable or Obtaining approximations of target points and distribution's expected value concerning 

the driving variable in the form of x as  Ẑ= E[P(θ̂| y)]. Without a doubt, this procedure can be used for more 
than just the final product's result. Layer, but rather in each intermediate layer, resulting in Bayesian statistics 
Neuronal networks that learn to optimize a given problem. Comparing the estimated posterior distribution 
P(θ)to a predetermined prior distribution and computing the Kullback-Leibler divergence. In sequential 
modelling applications, such as text classification language modelling and machine translation, recurrent 
neural networks (RNNs) are an extension of traditional network architectures. Time-dependent target 
variables Xt have their probability distribution defined as Q(Xt | Ht), thanks to the internal structure of RNNs 
that enables them to encode information of time-dependent random variables Yt into a hidden state ht. The 
secret state Ht in a recurrent neural network (RNN) changes over time as a function G is applied to the current 
state of the network and the previous hidden state Ht = G(ht−1, Yt), as shown in Figure 4. 
 

 
Figure 4. The hidden state Ht in a recurrent neural network 

 
However, selecting an appropriate encoding function g is problematic because it must capture long-term 
dependencies in sequential data without becoming over-fit during training. Typical values for G are functions 
named' memory cells,' including LSTM Long-Short Term Memory (LSTM). 
 
METHODOLOGY 
The method involves modelling customer transaction data using mathematical representation, particularly the 
exponential distribution. The arrival times of events, which here likely represent the times at which customers 
make purchases, are described by this distribution. Neural networks, a machine learning model, were selected 
as the basis for this model because of their proven ability to detect subtle but meaningful differences in data. 
The exponential distribution is used to model time intervals, and the neural network is used to estimate 
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distribution parameters. To train the neural network is the primary objective of this methodology. It does so 
by using historical data, which includes both observed event times (likely past purchase times) and censored 
event times (representing events that have not yet occurred or been observed). Understanding customer 
behaviour and anticipating future transactions relies heavily on the accuracy of the neural network's prediction 
of when individual customers are likely to make their next purchase. This method makes personal customer-
level survival distribution estimation possible thanks to the trained neural network. The expected lifetime of a 
customer has important implications for marketing and customer retention strategies and can be determined 
through the application of survival analysis techniques. The general idea behind this approach is to use neural 
networks and other statistical tools like exponential distribution and survival analysis to create a predictive 
model. The model aims to aid in decision-making concerning customer engagement and retention strategies 
by providing insights into customer behaviour. 
 
Methods of instruction 
This training aims to create a machine learning-based neural network assuming that the arrival times tc for 
each customer C. Customer follows an exponential distribution with a fixed parameter C. To this end, the 
researchers employ a Recurrent Neural Network, which is followed by a Multilayer Perceptron with a single 
output unit with sigmoid activation, to estimate C = NuNuTY (tc), which is then used to parameterize the 
exponential density function g of the arrival-time for each customer. Input data for the model at each time step 
i is the sequence (tc,i) = [tc,i-s, tc,i-s+1,..., tc,i] with target tc,i+1, where s is the sequence-padding parameter 
that can be set arbitrarily for each application and is typically less than max(nc) and fine-tuned during model 
training. At the serving stage, knowing k makes it straightforward to estimate the survival probability at time 
t for customer C, as in equation 1. 
 

Sc(t) = 1 − P(Tc < t)                          (1) 
 
Estimate customer-level Sc(t) by following equation (2) and (3) 
 

Sc(t) =̂ exp(−λct)                           (2) 
Sc(t) = P(Tc > t|λc)                     (3) 

 
Additionally, the RNN assess Sc(t) at the present recency time of each customer, i.e., the time elapsed since the 
customer's last purchase and the serving date, to determine the customer's survival status at that particular 
serving date. It is also possible to obtain a future deferred event probability over a period by computing Sc(t1)-
Sc(t2), which is the probability that the next customer purchase will occur between the time interval (t1, t2). 
 
Brier Score 
The Brier score is commonly used in survival analysis to assess the reliability of survival probabilities. It is the 
average squared discrepancy between a subject's actual and expected survival rates. The expected Brier score 
can be calculated if there is no censorship. Estimating the Brier score without relying on censorship is as in 
equation 4. 
 

Bs(t) = 1/c∑ (1{tc > t − sc(t)}2)
c

c=1
             (4) 

 
where tc is the first arrival time for customer C during the verification window. However, censoring in survival 
models necessitates a score adjustment using inverse probability of censoring weights. 
 
Virtual retail marketing aims to improve the online purchasing experience, encourage repeat business, and 
build customer loyalty through digital tools and strategies. Technologies like VR/AR, individualized 
suggestions, and social media integration are used in this strategy. Machine learning (ML) with recurrent 
neural networks (RNNs) is one cutting-edge method for performing real-time behaviour-based customer 
segmentation analysis (RTB-CSA). This approach monitors and assesses customer actions and preferences in 
real-time, updating customer segments accordingly. This approach employs data collecting, feature 
engineering, RNN modelling, and logistic regression to foresee consumer behaviour and enhance marketing 
strategies. The exponential distribution and neural networks can be used to model data on customer 
transactions. This approach uses survival analysis techniques to forecast precisely when customers are 
expected to make their next purchase. This approach allows for more accurate estimates of client lifetimes and 
better marketing and retention initiatives guidance. In conclusion, advanced ML techniques such as RTB-CSA 
and survival analysis help businesses understand and predict customer behaviour, allowing for more effective 
marketing strategies like virtual retail marketing. 
 
Result and Analysis: 
Retail datasets' inter-purchase intervals follow an exponential distribution. Customers are less likely to make 
repeat purchases as time passes; very few purchases have occurred 100 days after the initial purchase. The 
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Online Retail II UCI dataset is used for the result and analysis [24]. Between December 1, 2009, and December 
9, 2011, the entire history of non-store, UK-based online retail can be found in the Online Retail II data set. 
The company specializes in selling one-of-a-kind presents for any occasion. The company serves a large 
number of wholesalers. Three experimental setups were used to evaluate the performance of the proposed 
system's three parallel modules. Researchers classified sessions and journeys according to their likelihood of 
resulting in a purchase using a well-curated set of attributes. Using an LSTM model, the second group 
predicted purchasing patterns for individual sessions. The model provides a likelihood score to indicate how 
likely a sale will occur during the subsequent session. At last, researchers employed unsupervised clustering of 
user-path data to learn actionable insights about our customers that will inform our ongoing efforts to keep 
them as paying customers. 
 
User Session Effectiveness: 
Everyone used LSTM models with various layer and neuron topologies to determine the most effective model 
for two session-level datasets. 9.22% of all sessions end in a purchase. LSTM models are commonly used to 
foretell the outcomes of a sequence input. Bi-LSTM Feature models were compared to "baseline" LSTM models 
to determine the importance of session-level characteristics. In contrast to the baseline models, which consider 
the order of events in a session and the amount of time spent on each occasion, the Bi-LSTM feature models 
include information about product pricing and brand. Both models take as input a sequence of up to 100 events 
labelled as views, adds to cart, deletions from cart, and purchases. The calculated value represents the prospect 
of a purchase happening. Table 1, comparing the outcomes of the two model types for the multicategory 
dataset, is provided. 
 

Table 1 Comparing the outcomes of the two model types for the multicategory dataset 
 Bi LSTM Baseline LSTM 
Best Optimizer Adam SGD 
Accuracy 0.7791 0.779 
Precision 0.6071 0.388 
Recall 0.7791 0.5 

 
The research demonstrates that the Bi-LSTM model, which incorporates extra features, outperforms the 
baseline LSTM models on a dataset with various classes. The improved precision and recall of the Bi-LSTM 
model help maintain a steady supply of goods throughout the session to match client demand. 
The classification efficiency: Given the skewed nature of these user journey data, the Researcher used a 
70/30 binary classification scheme while developing our models. They then started by building a Logistic 
Regression model with the imbalanced dataset and employed class weighting and SMOTE to create more 
representative samples by systematically oversampling the minority group. The classification efficiency of the 
smartphone dataset is tabulated below in Table 2. 
 

Table.2 The classification efficiency of the smartphone dataset 
 Balanced Unbalanced 
Accuracy 0.7588 0.9658 
Precision 0.7502 0.7561 
Recall 0.7762 0.2995 

 
The classification's accuracy and recall were greatly enhanced by evenly redistributing the data. Given the 
limited sample sizes for purchases in both datasets, researchers gave high importance to recall to guarantee 
that no assets would be overlooked. This event helps forecast inventory and stocking levels and ensure. In the 
event of a false positive, stores will likely overstock their shelves, which will not significantly Impact. 
Our key focus is discovering the effectiveness with which we can foretell whether or not a user will purchase a 
browsing session by analyzing a wide range of parameters and users' habits similar to the target demographic. 
 
Performance analysis of customer behaviour in Virtual retail marketing: 
Analyzing how customers use digital platforms and how that usage affects business outcomes is essential to 
virtual retail marketing performance analysis. The results of this study should help businesses improve their 
strategies, provide a better online shopping experience, and attract and retain a more loyal customer 
base. Measuring conversion rates, monitoring user behaviour, understanding why people abandon their 
shopping carts, identifying traffic sources, mapping user journeys, analyzing content engagement, and testing 
personalization efforts are all essential parts of this analysis. Also crucial in this regard are techniques like 
customer segmentation, retention analysis, and A/B testing. Data analytics tools, customer feedback and 
surveys, and customer behaviour on mobile devices versus desktop computers are all crucial to this 
examination. Key performance indicators (KPIs) such as conversion rate, average order value, customer 
acquisition cost, and client lifetime value must be developed and tracked. Investigating how one's competitors 
operate can reveal opportunities for improvement. Table 3 displays this performance study's results 
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throughout the specified days between each transaction. Customer performance analysis in online retailing is 
seen in Figure 5. 
 

Table 3 Performance Analysis of customer in Virtual Retail marketing 
Retail customers Total number of purchases intervals between purchases in days 
Poor Spenders 1340 2 190 
Moderate Spenders 560 4 53 
Excessive Spenders 920 10 8 
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Figure 5 Performance analysis of customer in Virtual retail marketing 

 
4.4 Efficiency of Virtual retail marketing with the customer: 
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Figure.6 Efficiency of Virtual retail marketing with customer 

 
Retail marketing strategies have been revolutionized by the rise of VR and AR as potent tools for interacting 
with customers. Figure 6 shows the Efficiency of Virtual retail marketing with customers compared with 
augmented marketing with a minimum duration of years to a maximum period of five years considered for the 
evaluation. The immersive and interactive features made possible by VR and AR technology are a great boon 
to the retail sector. Using augmented reality, consumers can virtually try on clothing and makeup before 
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purchasing. Virtual reality (VR) can create virtual showrooms where customers can explore products in a more 
detailed and immersive environment. Customers are better able to visualize products thanks to augmented 
reality's ability to superimpose additional information, animations, or 3D models on top of real-world objects. 
Through augmented reality (AR), traditional catalogues are transformed into engaging, interactive consumer 
resources. Consumers can have a better in-store experience with the help of augmented reality apps that show 
them the way to specific products or sections of the store. Retailers encourage store visits and online product 
interactions with augmented reality (AR) games and promotions. Customers can create their virtual selves and 
try on clothing and accessories in a virtual fitting room powered by virtual reality (VR). Travel and hospitality 
businesses can benefit greatly from virtual reality (VR) because of the value of taking customers on virtual 
tours of hotels and tourist attractions. Consumers can now alter the appearance of products like furniture and 
sneakers in real time using virtual reality and augmented reality systems. Brands can increase consumer 
involvement with their ads by using augmented reality (AR) to design engaging, interactive experiences. With 
the help of data analytics, businesses can better understand their customers' actions and preferences in virtual 
and augmented reality settings. Connecting customers with sales representatives for recommendations and 
demonstrations, VR enables remote shopping assistance. To promote limited-time sales and new products, 
many companies are opening "virtual pop-up stores" that customers anywhere in the world can shop at. Using 
virtual and augmented reality, brands can tell engaging stories highlighting their products and core values. 
Retailers and consumers alike can reap the benefits of virtual and augmented reality's ability to improve 
product visualization before purchasing.  
 

CONCLUSION 
 
This approach uses machine learning techniques, notably Recurrent Neural Networks (RNNs), to analyze and 
categorize clients based on their behaviour in real-time. Its ultimate goal is to classify consumers into 
meaningful groups from which future purchases can be forecasted. The methods used in RTB-CSA are 
described in detail, from data collection and feature engineering to RNN modelling and logistic regression. It 
stresses the significance of learning and adjusting models continuously based on new customer data. The 
article delves into survival analysis and exponential distribution to model customer transaction data and 
anticipate when customers will most likely make their next purchase. The results may be utilized to enhance 
marketing and client loyalty. Virtual reality (VR) and augmented reality (AR) technology have changed retail 
marketing by giving customers engaging and immersive experiences, as explained in Effectiveness of Virtual 
Retail Marketing. These technological advancements result in improved product visualization, increased user 
engagement, and a more pleasant shopping experience. It's important to note that compared to user journey-
based classification, which achieved accuracies of 96-98%, session-level prediction of purchase events only 
achieved accuracies of 74-81% and precision of 56-63%. For more successful online retail marketing 
campaigns, businesses should employ cutting-edge machine learning methods like RTB-CSA and survival 
analysis, as discussed above. Analyzing customer performance to improve marketing strategies and the online 
shopping experience is essential. Our long-term goal is to apply sequence modelling at the cluster level and 
generalize our framework to datasets with a greater variety of types and sizes. 
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