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ARTICLE INFO ABSTRACT 

 The primary human organ and external barrier is the skin, which is composed of 
seven layers. Skin cancer is the fourth most common cause of non-fatal disease 
risk, according to the World Health Organisation (WHO). Classifying skin 
diseases is a difficult problem in the medical field because of overfitting, 
erroneous results, higher computational costs, and other factors. We introduced 
a brand-new method for classifying skin diseases called support vector machine–
based black widow optimisation, or SVM-BWO. Images of five distinct skin 
diseases—psoriasis, paederus, herpes, melanoma, and benign—as well as healthy 
ones are selected for this project. The original input images' noise is eliminated 
through the preprocessing step. The skin lesion region is then segmented using 
the new fuzzy set segmentation algorithm. The colour, gray-level co-occurrence 
matrix texture, and shape features are then taken out for additional processing. 
The SVM-BWO algorithm is used to classify skin diseases. Since MATLAB-2018a 
is used for implementation tasks, ISIC-2018 datasets were used to gather the 
dataset images. Various types of performance analyses are conducted 
experimentally using cutting-edge methods. In any case, the suggested 
methodology performs better than alternative approaches, with a 92% 
classification accuracy.  

  
1 Introduction: 

 
The biggest organ in the human body, the skin, is a common site for bacterial, viral, and inflammatory 
infections that can result in a number of skin conditions and other health issues. Vitiligo, wrinkles, psoriasis, 
wounds, photoaging, melanoma, morphea, alopecia, atopic dermatitis, and acne are examples of common skin 
conditions. The most deadly kind of skin cancer is malignant melanoma, and patient survival depends on early 
detection. Among the most prevalent forms of malignant epidermal lesions is basal cell carcinoma (BCC). For 
the diagnosis of pigmented skin lesions, radiologists and physicians employ gold standard imaging methods 
such as dermatoscopy or dermoscopy. For the treatment and early detection of skin diseases, sophisticated 
image processing techniques and computer-based diagnostic tools are helpful.  
Identification and early treatment of skin cancer is a difficult problem that has been studied recently. 
Inflammatory skin conditions, psoriasis, fungal skin, scleroderma, varicella, candidiasis, cellulitis, and acne 
can all lead to serious death if left untreated. Because different skin lesions can have similar complex 
appearances, including color, texture, and shape, it can be difficult to distinguish between different skin 
diseases. The similarity between melanoma manifestation and dysplastic nevi is characterized by the 
melanocytic skin lesion. Over 1000 million people worldwide suffer from a variety of skin conditions. Primary 
and secondary stages are used to classify skin lesions. Primary skin lesions include the bulla, cyst, pustule, 
vesicle, nodule, discoloration, plaque, pimples, and spots. Phyma, umbilication, maceration, atrophy, 
induration, fissure, ulcer, scale, excoriation, erosion, and crust are also features of the second stage. Skin 
lesions have an impact on both distribution and configuration. Distribution provides information about the 
location of the lesion and how the lesions are grouped in accordance with the configuration.  
The three main skin conditions—squamous cell disease (SC), melanoma, and seborrheic keratosis (SK)—are 
taken into consideration in the majority of current research.  
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Numerous researchers have developed various techniques for identifying skin conditions in the past few 
decades. The natural computing framework, region of interest (ROI), gray-level cooccurrence matrix (GLCM), 
fractal-based regional texture analysis (FRTA) feature extraction techniques, and various machine learning 
algorithms, including artificial neural networks (ANN), convolutional neural networks (CNN), generative 
adversarial networks (GANs) with support vector machines (SVM), naive Bayes (NB), K-nearest neighboring 
(kNN), and others, were also introduced. These techniques produced improved classification accuracy for skin 
disease identification, but they have a few drawbacks, including higher computational complexity in the 
dimensionality space, longer processing times, overfitting issues, noisy environments, inability to detect 
specific objects with changes in light intensity, sensitivity to noise that entirely depends on the region threshold 
for integration, high computational costs, user dependence, and the use of large feature vector dimensions.  
We suggested a support vector machine–based black widow optimization (SVM-BWO) algorithm for efficient 
skin disease classification in order to get around this. The level set technique and spatial information from 
fuzzy c-means clustering are used in the proposed work to improve the clustering process. Images of five 
different types of skin diseases—psoriasis, paederus, herpes, melanoma, and benign—as well as healthy images 
are chosen for the classification of skin diseases. The skin lesion region is then segmented using the new fuzzy 
set segmentation algorithm. The color, GLCM texture, and shape features are then taken out for additional 
processing. Both the normal and abnormal skin disease classes are categorized using the SVM-BWO algorithm. 
The suggested approach outperforms current approaches like the radial basis function (RBF) and SVM, DCNN, 
DNN, and ANN in terms of accuracy, specificity, sensitivity, precision, and recall metrics. Healthy, psoriasis, 
paederus, herpes, melanoma, and benign provide 100%, 97%, 95%, 91%, 89%, and 88% accuracy, respectively, 
based on the classification results. The following is a summary of this article's primary contribution:  

• The term "novel fuzzy set algorithm" refers to the combination of the level set fuzzy c-means (FCM) and the 
lesion region segmentation technique.  

• The black widow optimization (BWO) algorithm is used to improve the classification performance of 
support vector machines (SVM).  

• Images from five classes—psoriasis, paederus, herpes, melanoma, and benign—were gathered from the 
ISIC-2018 dataset.  

• The suggested approach outperforms SVM, DCNN, DNN, and ANN in terms of classification accuracy.  
 

2 Review of related works 
 
Chatterjee et al. suggested an integrated computer-aided mechanism to detect skin conditions. The shape, 
color, texture, and irregular border of skin lesions were analyzed in order to extract various quantitative 
features prior to classification. Graylevel co-occurrence matrix (GLCM) and fractal-based regional texture 
analysis (FRTA) are used to quantify the textural information. The classification performance was assessed 
using the support vector machine and radial basis function. For BCC, dysplastic nevi, and melanoma 
classification, the experimental analysis yields 99.65%, 97.54%, and 98.99%, respectively; however, the feature 
dimensionality space is larger. Birkenfeld et al. developed the computer-aided classifier system to identify 
pigmented lesions that seemed suspicious. The authors chose 133 patients with a variety of skin lesions for this 
investigation. All lesions are examined by a board-certified dermatologist and classified as normal or abnormal 
based on the image. Depending on the testing set, a 100% sensitivity is attained for suspicious pigmented 
lesions. This computer aided classifier system is very useful for skin screening at the population level.  
 A naive Bayes (NB) classifier and dynamic graph cut algorithm (DGCA) were proposed by Balaji et al. for the 
segmentation and classification of skin diseases. The experimental datasets were selected from the 
International Skin Imaging Collaboration (ISIC) website (ISIC 2017) because they outperform the state-of-the-
art methods like SegNet and FCN. Three different disease types were taken into consideration here: keratosis, 
melanoma, and benign cases. The thorough analysis shows that the classifications for keratosis, melanoma, 
and benign diseases are 92.9%, 91.2%, and 94.3%, respectively. Al-Masni et al. proposed the deep convolutional 
neural network (DCNN) classifier for the classification of skin conditions. The convolutional neural Med Biol 
Eng Comput network classifier consists of the DenseNet201, Inception-ResNet-v2, ResNet50, and Inception-
v3. The boundaries of the skin lesions are separated from the full dermoscopy images by the full resolution 
convolutional network (FrCN). The performance analysis of convolutional neural network classifiers in the 
context of skin disease classification is conducted using the ISIC 2016, ISIC 2017, and ISIC 2018 datasets.  
 Multi-label classification methods were proposed by Chatterjee et al. to identify skin conditions like melanoma, 
BCC, nevus, and SK. For feature extraction, the cross-spectrum and cross-correlation approaches were 
presented. With the help of suitable kernel patches and comparable visual effects, both spectral and spatial 
feature extraction are explained. A multi-label ensemble multiclass skin lesion classification mechanism is used 
to classify skin lesions into three categories: epidermal, benign melanocytic, and benign melanocytic. Qin et al. 
developed generative adversarial networks (GANs) to categorize skin lesions. The GANbased data 
augmentation method improves the performance of skin lesion classification. By modifying the discriminator 
and generator, high-quality skin lesion images are produced. The performance of the skin lesion style-based 
GAN is assessed using quantitative evaluation metrics like recall, precision, inception distance (FID), and 
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inception score (IS). The experimental analysis yielded average precision of 96.6%, specificity of 74.3%, 
sensitivity of 83.2%, and accuracy of 95.2%.  
A deep neural network (DNN) was proposed by Bajwa et al. for the identification of skin diseases. Images of 
skin diseases were selected from the ISIC Archive and DermNet datasets. The experimental results show 
improved accuracy and reproducibility. But it takes longer to execute. Zhang et al. proposed the DNN for the 
classification of skin diseases. Details of the dataset were supplied by the Union Medical College Hospital, and 
DNN's accuracy was 87.25%. The outcomes of the experiment show effective classification with increased 
computational complexity. Khan et al. proposed the deep neural network (DNN) as an efficient way to 
categorize skin conditions. Details of the image dataset are provided by dermoscopic datasets like ISBI 2016, 
ISBI 2017, and HAM 10,000. Good accuracy and improved reliability are attained based on the experimental 
results. But a better feature selection model was needed for this model. Numerous optimization techniques, 
including PSO, ABC, CS, and ACO, are used to solve the deep learning technique problems.  
By employing implicit regularization through a two-phase training procedure, Qinghe Zheng et al. enhanced 
the deep CNN's capacity for generalization. To reduce overfitting and increase the DCNN's capacity for 
generalization, they employed regularization. The accuracy of their suggested approach was 76.23% for the 
ILSVRC2012 dataset and 76.64% for the CIFAR100 dataset. To optimize the DCNN, Zheng et al. introduced a 
layer-wise learning-based stochastic gradient descent (LLb-SGD) technique. A cross-media propagation 
mechanism is used to set an adaptive learning rate for every neural network layer. This method works with 
various datasets and architectures and is not affected by hyperparameters. To increase DCNN's capacity for 
generalization, Qinghe Zheng et al. [14] suggested a probably approximately correct (PAC) Bayesian framework 
based on the drop path technique. Using the generalization error boundary as a guide, this method shrinks the 
model size. The accuracy of their suggested approach was 96.80% for the CIFAR10 dataset and 81.4% for the 
ImageNet dataset.  
 Qinghe Zheng et al. provided a full stage data augmentation model for DCNN to increase its accuracy for 
natural image classification. The networks can be optimized and their capacity to generalize enhanced by the 
data augmentation carried out during the training and testing stages. The model's accuracy is 93.41% for the 
coarse-grained (CIFAR10) dataset and 70.22% for the fine-grained (CIFAR100) dataset. For automatic 
modulation classification, Qinghe Zheng et al. presented a spectrum interface based on two-level data 
augmentation testing in deep learning. At the testing stage, the data augmentation is calculated using a model 
ensemble. The majority voting system improves classification performance and stability. The suggested 
method, which uses data augmentation in both training and testing, has a classification accuracy of 58.75%. 
Table reviews the current approaches for classifying skin diseases.  
 

 
 

3 Proposed approach 
 
This study shows how various skin lesions, including psoriasis, paederus, herpes, melanoma, and benign, are 
categorized. Image pre-processing, lesion area segmentation, feature extraction, and classification are the 
processes that go into identifying skin lesions. The proposed methodology's workflow diagram is shown in Fig 
1  
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3. 1 Pre-processing  
The input image is first preprocessed using the semi-automated image preprocessing method. Raw images are 
fed into camera-specific software, which then converts them to the Tagged Image File Format (TIFF). A single 
lesion in the input image with a diameter larger than 3 mm is manually clipped and saved separately. 
Dermoscopic images were obtained for this analysis using a variety of dermoscopic conditions and lighting 
setups. Because the gray world constancy algorithm is used for normalization, the images have color variance 
and irregular lighting is corrected. One unfavorable consequence of image processing is image noise. A digital 
camera's sensors misalign as light strikes the lens, producing noise. Only a few types of image noise are 
inevitable, even if they are clearly visible. Gaussian noise affects the input and is eliminated during the pre-
processing phase by applying the Wiener filter. Color standardization and image acquisition with noise 
reduction are done during pre-processing in order to prepare the image for subsequent processing.  
 

 
Fig 1. 

  
3.2 Image segmentation using novel fuzzy set algorithm  
Following pre-processing, the novel fuzzy set algorithm is used to precisely segment the lesion regions. The 
intermediate morphological operations are removed because adaptive optimization for fuzzy clustering 
necessitates spatial information. The main driver behind the computation models that are used for any 
dimension problem is the combination of fuzzy cmeans (FCM) algorithms and level sets. It is possible to obtain 
the advantage of particular circumstances through image segmentation for improved performance. The new 
fuzzy level set algorithm is suggested for segmenting the skin lesion region. We estimate the level set evolutions 
regularized with the controlling parameters. The image segmentation scheme's distinct phases are shown.  
In the presence of new fuzzy level set algorithms, level set segmentation initialization and parameter 
configuration are automated through the use of spatial fuzzy clustering. Spatial and FCM constraints are used 
to approximate the contours of interest in the medical images. Better level set functions use the initialization 
of flexible to achieve the FCM results, as illustrated in Fig 2.  

{  (1) 
   ,                 
where ∅0 is the level set function and the initial contour is ∅0(𝑎, 𝑏) with the  
customizable constant 𝐷. Hence, 𝑆𝑘 ∶ {𝑠𝑘 = 𝑚𝑘 , m = a × 𝑀𝑏 + b} is the interest component in FCM results, and 
the level set function is initiated as follows:  

∅0(𝑎, 𝑏) = −4𝜓(0.5 − 𝑋𝑘)  (2) 
From Eq. (2) the constant regulating the Dirac function is . Equation (3) explains the Dirac function.  

      (3) 
 
Here, the binary image 𝑋𝑘 is obtained using Eq. (4). The adjustable threshold is 𝑥0 ∈ (0,1).  

𝑋𝑘 = 𝑆𝑘 ≥ 𝑥0                    (4) 
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Fig 2. 

  

 
  
 Convergence behaviors, the numerical cost of level set methods, and other controlling parameters are linked 
to the level set methods in Table 2, which is crucial for the segmentation of skin lesions. The conventional or 
generalized Hamilton-Jacobi level set technique can be enhanced by adding a regularized/hole nucleation 
technique to the optimization scheme. Nevertheless, this process is frequently intricate and necessitates 
multiple factors.process is frequently intricate and calls for a number of factors. It's crucial to set them up 
roughly because, regrettably, this differs from case to case. The configuration of these parameters is governed 
by a few fundamental rules.For the proper level set segmentation, a lot of general guidelines are used through 
trial and error. The time step product and penalty coefficient (𝛾 × ) must be less than 0.25 for stable evolution. 
The parameter D is higher when compared to 2 . Boundary leakage risks have materialized, and the level set 
evolution down has revealed a larger value of D. Therefore, a larger u accelerates the evolution of the level set. 
The aforementioned recommendations are crucial for segmenting the lesion region, but they are insufficient to 
forecast the ideal setup.  
According to Eq. (2), the initial level set function ∅0 is convenient to determine the are 𝛽 and length ℓ.  
𝛽 = ∫1 𝐺(𝜙0)𝑑𝑎𝑑𝑏   (5) ℓ = ∫1 𝛿(𝜙0)𝑑𝑎𝑑𝑏   (6)  
where 𝐺(𝜙0)is the Heaviside function.  

              (7) 
If the interest variable is larger, we observe level set evolution, and the larger ratio is denoted as follows:  

                             (8) 

In the fuzzy set algorithm, reasonably allocate the time step γ and. The following equation sets the penalty 
coefficient.  
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= 0.2/   (9) 
For stable evolution, the product (𝛾 × ) is lower than 0.25. From the FCM Eq.(2), we obtain the initial level set 
function ∅0.  

𝜌 = 0.1   (10) 
 
Where 𝜌 is the contour length coefficient for smoothness regulation. The Mamdani fuzzy inference rule is used 
in our fuzzy technique. The two laws governing the balloon force’s level set evolution are 𝑢.  

(i) IF the expansion means negative THEN the shrinkage means positive signs in which level set function 
with advancing direction is determined using the sign. 

(ii) IF the fatter level set evolves THEN the value 𝑢 is larger. 
Set the controlling parameter u as the global constant in the standard level set function, which makes the faster 
level set function. When 𝜙 is beyond the genuine boundary, the direction of the level set function is changed 
automatically. The quantitative index to regularize the level set function and the initial FCM segmentation is 
determined. The membership degree of each image pixel ηk is taken with a novel fuzzy set algorithm. Equation 
(11) explains the improved balloon force.  
  

𝐻(𝑆𝑘) = 1 − 2𝑆𝑘   (11) 
 
At each image pixel, the variable pushing or pulling force with the balloon force output matrix is 𝐻(𝑆𝑘)(∈ [−1, 
1]). According to FCM , the image gradient information incorporates (ℎ, 𝜙) as given below:  

   (12) 
 
Equation (12) is rewritten as follows:  

        (13) 
 
The improvement of image segmentation provides many functional advantages. According to the spatial fuzzy 
clustering algorithm, the balloon force is directly derived. The distance to the genuine object adapts to the level 
set evolution. Stabilize the level set evolution automatically because the conservative 𝜌 is presumed. For robust 
segmentation, the flexibility selects the larger evolution iteration T. In order to avoid excessive or insufficient 
segmentation, the operator keeps an alert to the level set evolution without enhancement.  
  
3.3 Feature extraction  
This section involves extracting the segmented lesion image's shape, color, and texture features. Below is a 
detailed explanation of the asymmetry, color, and texture feature extraction procedure.  
 
3.3.1 Asymmetry feature extraction  
The majority of the pictures of skin lesions are asymmetrical. If we use the line to categorize the segmented 
region, the two parts will never match. Skin doctors say that benign and melanoma grow asymmetrically. The 
asymmetry value is calculated by subtracting the segmented shape area on the axis design side. The two area 
differences that result are explained by equation (14).  

 

                (14) 
 
According to Eq. (14), 𝐴𝑚𝑖𝑛 has the lowest absolute difference value among the different subregions of the 
provided input image. 𝐴𝑡𝑜𝑡𝑎𝑙 is the shape of the skin lesion that was found. The asymmetry of the skin lesion 
region is calculated by locating the gravity center of the preprocessed skin input image. Eq. (15) is used to 
measure the dimensionless symmetricity between bulkiness (B).  
  

                 (15) 
 
An analogous inertia moment is occupied by the image of the skin lesion. The bulkiness value of skin lesions 
indicates that nearly 75.5% of them are malignant. The geometric asymmetry is calculated by splitting the skin 
lesion into two sections. The spaces (0, a, b) are used to represent each of the skin lesion's points. The symmetry 
rate for the provided input image is determined in the steps below.  
  

(i) The creation of object rotation is followed by two principle axes.  

(ii) Draw a line connecting the original image and the thought object.  
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3.3.2 Color Feature Extraction  
Tan tones, black and brown hues, and red or blue spots are characteristics of melanocytotic lesions. Color 
descriptors describe different color features or properties involved inside the lesion. Additionally, color 
descriptors from various color channels—like color and standard deviation—are taken into account. The color 
descriptors that were extracted from the segmented image are explained in the section that follows.  
The average color value is given by the mean.  

                          (16) 
The square root of the variation is the standard deviation (SD).  

                   (17) 
    
The asymmetry degree is determined using skewness.  
  

             (18) 
 
The variance is given as below:  

                   (19) 
 
where M represents the total sample size, R represents the color channel of the image at a specific pixel, and μ 
is the mean value. Equations (16) and (17) were used to calculate the color distribution characteristics. Color 
indexing plays a vital role in this study.  
  
3.3.3 Texture feature extraction  
The gray-level co-occurrence matrix (GLCM) is a histogram of co-occurring grayscale pixel values at the 
specified offset over the segmented input image. We extract the homogeneity, energy, contrast, and correlation 
parameters from the GLCM. GLCM is used to extract the skin pixels, which include RGB (red, green, and blue), 
HSV (hue, saturation, and value), and YCbCr (luminance and chrominance) color models. For an image X of 
size M×M, the GLCM is created as follows: It calculates the distance and angular relationship between the 
pixels in the particular region.  

        (20) 
 
The joint probability of intensities j and k is R(j,k) at any point and is defined using Δa and Δb, where a and b 
represent the particular position in the image, Δa represents the angle between pixels, and Δb represents the 
distance between pixels.  
  

(i) The element distribution in the matrix closeness is determined using the homogeneity parameter.  

                    (21) 
 

(ii) The sum of squared features in the GLCM corresponds to the angular second moment or energy.  
𝐸𝑛𝑒𝑟𝑔𝑦 = ∑𝑗,𝑘 𝑅(𝑗, 𝑘)2                  (22) 

 

(iii) The local variations present in the co-occurrence conditions are measured with the help of the contrast 
parameter.  

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑𝑗,𝑘| 𝑗 − 𝑘 |2𝑅(𝑗, 𝑘)   (23) 
 

(iv) The possibility incidences of the identified pixel pairs are presented using correlation.  

          (24) 
 
where 𝜎𝑗 𝑎𝑛𝑑 𝜎𝑘 are the standard deviation values of j and k, respectively. From the segmented image region, 
one of the influential tools is GLCM to extract image features. From the segmented image region, another 
interesting feature such as entropy is extracted. The differences among the two nearby pixels are similar if 𝑅𝑗 
represents the probability.  
 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑𝑗,𝑘 𝑅𝑗(𝑙𝑜𝑔2𝑅𝑗)                (25) 
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The correct regularity rate of the image is inferred at the end of the procedure by taking maximum values. The 
classification operation is performed once the entire features are extracted. Finally, the shape, color, texture, 
and asymmetry features are effectively extracted from the segmented image. For classification, the GLCM, 
color, shape, and texture features are extracted. From each segmented image, the entropy, homogeneity, 
energy, correlation, and contrast information features are extracted.  
 
3.4 Classification  
These features are then fed into the classification process after feature extraction. The support vector machine 
(SVM) is used in this study for the classification process; therefore, the black widow optimization (BWO) 
algorithm is used to adjust the parameters in SVM. The resultant newly created classification method is known 
as the SVMBWO algorithm. Below is an explanation of each step in the SVM-BWO algorithm for classifying 
skin diseases.  
  
3.4.1 Black widow optimization algorithm  
The black widow optimization (BWO) algorithm is described in this section. Spiders are airbreathing 
arthropods with eight legs and poisonous fangs. Out of all the orders of organisms, these species belong to the 
largest arachnid order. Famous black widows are members of the spider subfamily Latrodectus because of their 
highly neurotoxic venom potential. The term "black widow" refers to the female spider. Black widows' way of 
life is influenced by Black widow optimization (BWO). The subsequent subsection lays out the BWO algorithm's 
sequential procedure. Initialization of the population In order to solve the optimization problems, the problem 
value variables must form a suitable structure for the current problem. These structures are referred to as 
particles and chromosomes in PSO and GA terminology. The black widow spider thinks about each problem's 
possible solution. Each black widow spider represents the values of the problem variables. To solve the 
benchmark functions, the structure needs to be viewed as an array .The widow array of 1 × 𝑀𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 in a 𝑀𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 
dimensional optimization problem represents the solution problem. The black widow arrays are explained by 
equation (26).  
  

𝑊𝑖𝑛𝑑𝑜𝑤𝑒𝑠 = [𝑧1, 𝑧2, 𝑧3, … , 𝑧𝑀𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠]   (26) 
 
 where , (𝑧1, 𝑧2, 𝑧3, … , 𝑧𝑀𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠) is the floating number of each variable value. In this work, the black widow 
fitness 𝑓 is evaluated as shown below.  
  

𝑓 = 𝑓(𝑧1, 𝑧2, 𝑧3, … , 𝑧𝑀𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠)       (27) 
 
The initial population with the candidate widow matrix size 𝑀𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 × 𝑀𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 is generated to start the 
optimization algorithm.  
Make off Parent pairs are selected at random to carry out the procreating step through mating. The male Black 
widow is eaten by the female during or after that. Since the pairs are independent of one another, they begin 
mating to create the next generation.  
Approximately 1000 eggs are produced in each match. Fewer spider babies survived in the end. The gamma 
array is created, and the offspring is produced by this gamma.  
 
According to Equation (28), the parents are represented by 𝑧1 and 𝑧2 , and the offspring 𝛾 are 𝑥1 and 𝑥2.  

                 (28) 
  
The procedure is carried out 𝑀𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠/2 times if the randomly chosen numbers are not duplicated. Ultimately, 
the children and mother are merged into new arrays and arranged according to their fitness value. According 
to the cannibalism rating, only a small number of the best individuals are fed to the newly created population.  
  
Cannibalism The BWO contains three different forms of cannibalism, which are described as follows:  

• Sexual cannibalism occurs when a female Black widow consumes the male Black widow during or after 
mating. The fitness values of both males and females are acknowledged.  

• Sibling cannibalism occurs when strong spiderlings consume their weaker siblings. The cannibalism rating 
is set to 𝐶𝑅 based on the number of survivors.  

• The third type of cannibalism is frequently seen when the young spiders consume their mother. The fitness 
value is used to identify the strong and weak siblings.  

  
Convergence and mutation The Mutepop numbers of people are chosen at random from the population. Each 
of the solutions chosen at random exchanges two elements in the array. Lastly, a predetermined number of 
iterations are known as stopping criteria, and it is thought that no trade observance in the fitness value of the 
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best widow reaches a certain level of accuracy over multiple iterations. The general steps of BWO are described 
in Algorithm 1.  
 
3.4.2 Support vector machine tuning based on BWO (SVM-BWO)  
Support vector machines (SVM) are a popular machine learning algorithm used to solve optimization problems. 
This part, which is tailored for large-scale learning, is the focus of the linear SVM. SVM is used to perform 
complex tasks in a variety of domains, including image classification, sensor multi-fault diagnosis, disease 
prediction, and monitoring metal-oxide surge arrester conditions.The SVM solves both linear and non-linear 
problems and is frequently used for many real-world applications. However, the target classes overlap, and the 
SVM is not appropriate for datasets. The SVM will crash if each data point has more features than there are 
training data samples. In order to improve SVM's performance in terms of regularization, loss function, and 
kernel during classification, we employed BWO. The SVM-BWO algorithm's performance in classifying 
diseases in images is shown in Figure 3.The hyperplane is used to split the training data into the five classes of 
skin diseases in order to train the SVM.  
  

 
 
The support vectors, which are typically a subset of the training set's vectors, are primarily used to represent 
them. The SVM's ability to make decisions can be improved by determining which vectors were chosen as 
support vectors. . Assume that the training vectors for the two classes are vectors𝑥 ∈ ℜ𝑙 ∶ 𝑥𝑗 = {1, −1}𝑎𝑛𝑑 𝑦𝑗 ∈ ℜ𝑙, 
𝐽 = 1, …, 𝑙. A linear classifier is used to generate the weight vector (W). Eq. (29), therefore, provides an 
explanation of the decision function.  

𝑠𝑔𝑛(𝑊𝑇𝑦)   (29) 
 
The following primal problems are solved by the L2- regularized L1-loss support vector classifier.  

  (30) 
Where  
         (31)  
2 
Subject to 0 ≤ 𝛽𝑗 ≤ 𝑉, 𝑗 = 1 , … , 𝑙  
  
Where 𝑃𝑗𝑘 = 𝑥𝑗𝑥𝑘𝑦𝑗𝑇𝑦𝑘 and the vector of all ones are 𝑒 and the diagonal matrix is  
 ̅ 𝑃   = 𝑃 + 𝑑.  
 𝐹𝑜𝑟 𝐿1 − 𝑙𝑜𝑠𝑠 𝑆𝑉𝐶 ∶ 𝑑𝑗𝑗 = 0 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 𝑎𝑛𝑑 𝑉 = 𝑑      
𝐹𝑜𝑟 𝐿2 − 𝑙𝑜𝑠𝑠 𝑆𝑉𝐶 ∶ 𝑑𝑗𝑗 = 1⁄2𝑑 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 𝑎𝑛𝑑 𝑉 = ∞ (32)  
The sparse solution W is generated by L1-regularization. The below primal issue is solved using L1-
regularizedL2- loss SVC. 

                        (33) 
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where the penalty parameter is D > 0 and ‖⋅‖1 represents the 1-norm.  

 
Fig. 3. 

 
SVM-BWO effectively improves the classification accuracy for linear SVM training by choosing the penalty or 
cost parameter of error term D. The initial value D is predefined by the cross-validated grid search. The SVM-
BWO is represented by the red, region-bounded rectangle. The training data size selection is applied to the 
subset of split testing data. Lower accuracy results from a significant reduction in the time and computational 
effort needed to train classifiers. A majority voting ensemble, denoted by DL{m} _ SVM − BWO and the 
number of classifiers m in which the classification performances are improved for SVM-BWO, extends this 
methodology. Additionally, the SVM-BWO can be used for binary and multi-class tasks. The random vectors 
are denoted by R1 and R2 in Fig. 2. The number of classes is D, where k is the different number of classes, and 
the inertia coefficients are W. Lastly, using training and testing data, the SVM-BWO algorithm efficiently 
classifies the diseases according to pertinent disease classes. Algorithm 2 outlines the steps of the suggested 
SVM-BWO algorithm for classifying skin diseases.  

 
4 Results and discussion 

 
The suggested work performance in terms of classifying skin diseases is validated in this section. The suggested 
model's implementation process is managed in MATLAB 2020a using an Intel ® i7-4070. The performance of 
the suggested work is examined using a variety of performance analysis techniques and cutting-edge 
comparisons.  
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This dataset includes a variety of skin conditions. We selected five types of skin diseases from this dataset, using 
2565 training sample images and 905 testing sample images. The list of training and testing parameters is 
shown in Table 3.  
Additionally, Fig. 4 shows the sample images with the results of segmentation and classification.  
 

 
Fig. 4 Sameples images with segmentation and classification outputs: 

a, f psoriasis; b, g paederus; c, h herpes; d, i melanoma; and e, j benign 
  
4.2 Evaluation measures  
This study analyzes classification performance using the following metrics: accuracy, specificity, sensitivity, 
dice score, precision, and recall.  

(𝑡𝑝 + 𝑡𝑛)  (34) 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =   ⁄ (𝑡𝑝 + 𝑓𝑝 + 𝑡𝑛 + 𝑓𝑛) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑡𝑛⁄(𝑡𝑛 + 𝑓𝑝)                   (35) 
𝑡𝑝                (36) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =            ⁄ (𝑡𝑝 + 𝑓𝑛) 

                                 (37) 
𝑡𝑝                          (38) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =              ⁄ (𝑡𝑝 + 𝑓𝑛) 
𝑡𝑝                                           (39) 

𝑅𝑒𝑐𝑎𝑙𝑙 =                ⁄ (𝑡𝑝 + 𝑓𝑛) 
 
where tp is true positive based on healthy images categorized as healthy, tn is true negative based on unhealthy 
images categorized as unhealthy, fp is false positive based on healthy images categorized as unhealthy, and fn 
is false negative based on unhealthy images categorized as healthy.  
  
4.3 Performance analysis  
Table 4 shows the dice score performance for segmenting images of skin diseases. This experiment makes use 
of the fuzzy cmeans (FCM) algorithm, Otsu, DGCA, modified level-set (MLS), and the suggested approach. This 
investigation shows that the suggested segmentation  model outperforms current techniques in terms of 
segmentation results.  
Table 5 formulates the texture features based on different skin disease performances.  
 Energy, uniformity, entropy, correlation, and contrast parameters are used to choose the texture feature from 
the segmented skin image. For this experiment, we use five skin diseases along with these parameters' 
maximum and minimum values. Below is an evaluation of the five skin disease types with regard to GLCM 
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texture feature performances. Psoriasis, paederus, herpes, melanoma, and benign achieve energy values of 
205.103, 121.507, 345.289, 1437.6, and 873.670 at their highest.  
The maximum uniformity values for psoriasis, paederus, herpes, melanoma, and benign conditions are 3.450, 
3.294, 3.290, 3.923, and 3.902. Psoriasis, paederus, herpes, melanoma, and benign conditions provide values 
that are 0.5663, 0.1267, 0.5634, 0.3026, and 0.3890 higher than the minimum entropy values for maximum 
entropy. Additionally, psoriasis, paederus, herpes, melanoma, and benign conditions yield maximum 
uniformity values of 40.289%, 87.987%, 178.345, 188.098, and 89.006%.  
The efficiency of feature extraction in terms of color, texture, and symmetry is displayed in Figure 5. The 
segmented image's color, GLCM texture, and asymmetry features were extracted for this work, and the 
accuracy, specificity, and sensitivity of these features are calculated. The color feature offers 95% sensitivity, 
91% specificity, and 90% accuracy.  
Likewise, GLCM texture features yield 70% accuracy, 72% specificity, and 68% sensitivity. The asymmetry 
features show 80% sensitivity, 82% specificity, and 80% accuracy.  
  
The classification accuracy for different types of skin diseases is shown in Fig. 6. Table 3 plots the total number 
of images for each category. This study selects 2014 healthy photos with 275 cases of psoriasis, 427 cases of 
paederus, 348 cases of herpes, 276 cases of melanoma, and 130 benign cases. This yields the following 
representation of each category's accuracy value. Therefore, 100%, 97%, 95%, 91%, 89%, and 88%, respectively, 
are the classification accuracy for healthy, psoriasis, paederus, herpes, melanoma, and benign conditions.  
 

 
 

4.4 Comparative analysis  
The convergence efficiency in relation to cutting-edge methods is shown in Figure 7. Various algorithms with 
varying numbers of iterations and populations are employed here, including the genetic algorithm (GA), ant 
bee colony (ABC), ant colony optimization (ACO), particle swarm optimization (PSO), and black widow 
optimization (BWO). In the case of unimodal test functions, the search algorithm and its rate of convergence 
are more significant than the final results. The suggested BWO produces desired results at a faster rate of 
convergence than the other approaches. Because algorithms like GA, ABC, ACO, and PSO frequently become 
stuck in local minima and have limited exploration capabilities, the FBWO algorithm performs better in terms 
of convergence. Compared to other approaches, the BWO has a faster global optimum and a higher rate of 
convergence (Fig. 6). Table 6 provides an explanation of the algorithm's run time during the training and 
testing stages.  
 

 
 
The state-of-the-art comparison based on segmentation results is plotted in Figure 8. Using other cutting-edge 
techniques such as the dynamic graph cut algorithm (DGCA), full resolution convolutional network (FrCN), 
Otsu's method, and watershed algorithm, this experiment verifies the segmentation performance of the 
suggested novel fuzzy set segmentation algorithm. The suggested innovative fuzzy set segmentation algorithm 
shows superior segmentation results when compared to the current techniques. Fig. 9 displays a state-of-theart 
comparison based on classification results. Using classification metrics like accuracy, specificity, sensitivity, 
precision, and recall measure, we have chosen four cutting-edge techniques for this experiment: RBF and SVM, 
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DCNN, DNN, artificial neural network (ANN), and the suggested SVM-BWO algorithms. The suggested SVM-
BWO only achieves better performance metrics when compared to all other approaches. As a result, the 
suggested SVMBWO approach exhibits 92% accuracy, 90% specificity, 78% sensitivity, 80% precision, and 76% 
recall. In any case, the suggested SVM-BWO performs better in classification than alternative techniques.  
The suggested fuzzy level set algorithm's segmentation performance is assessed by contrasting it with 
alternative methods like DGCA-NB, DCNN, GAN, and DNN. The generalization error comparison results for 
the various methods, as well as the training and testing times, are shown in Table 7. It is evident from Table 7's 
results that the SVM provides better segmentation accuracy than the DGCA-NB, DCNN, GAN, and DNN 
approaches.  
  
The computational complexity of the DCNN, GAN, and DGCA-NB techniques is the primary cause of their 
higher error rates and time complexity. Thus, it can be said that the fuzzy level set algorithm performs better 
in segmentation than the others.  

 
4.5 Discussion 

 
The results of the segmented scar tissue and the skin disease-affected image are shown in Figure 4. Both the 
benign and malignant skin images show a single layer of scar tissue. Because of the irregular and deficient 
boundaries, it is thought to be a difficult task to separate the cancerous tissues from the skin. FCM-based 
clustering performs better than alternative techniques in terms of level set initialization, despite the challenge 
of figuring out the precise level set parameters and ideal initialization. The suggested fuzzy level set algorithm 
seems to be effective in segmenting the medical image without defined boundaries because it is always 
necessary to track the motion of level set contours  
 

 
 
In the majority of situations, the fuzzy level set algorithm produces accurate results and automatically 
determines the controlling parameters for fuzzy clustering. For image segmentation, the fuzzy level set 
algorithm is therefore a great option. The quantity of training samples used determines the effectiveness of 
both neural networks and deep learning methods. The instances found in the training dataset are used to assess 
the SVM's segmentation performance.   
Table 8 shows the SVM technique's generalization performance in terms of generalization error as well as the 
training and testing times. Additionally, the suggested approach is contrasted with deep neural networks 
(DNN) and artificial neural networks (ANN). Because there are fewer training samples for the ANN and DNN 
than for the other methods, they exhibit greater generalization errors. When compared to the ANN and DNN, 
the generalization error is low for the suggested technique because the SVM technique can provide high 
accuracy and low generalization error even with a small number of training samples.  
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5 Conclusion 
 
SVM-BWO was proposed in this paper for the classification of skin diseases. MATLAB 2018 software is used to 
implement the suggested model. Five skin conditions are selected, each with a healthy image: psoriasis, 
paederus, herpes, melanoma, and benign. The section above contains a tabulation of the quantity of training 
and testing images. Psoriasis, paederus, herpes, melanoma, and benign diseases achieve optimal maximum 
and minimum values in energy, uniformity, entropy, correlation, and contrast features during feature 
extraction.  
  
The classifications of benign, psoriasis, paederus, herpes, melanoma, and healthy yield 100%, 97%, 95%, 91%, 
89%, and 88% accuracy, respectively. Compared to PSO, ABC, ACO, and GA methods, BWO has a higher and 
superior convergence rate. Measures of accuracy, specificity, sensitivity, precision, and recall are all improved 
by the suggested approach. We will investigate the data balancing effect for multi-class disease classification in 
the future. Medical practitioners can use the proposed work to detect skin abnormalities early and provide 
timely, appropriate treatment.  
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