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ABSTRACT 

 Cloud Workflow scheduling is still a challenging task with increasing workload over servers. 
This issue is due to dynamic nature of tasks arrived and their execution dependencies over 
heterogeneous resources. In such condition, efficient scheduling is required to virtual 
machines in cloud environment to reduce high latency requirements and efficient utilization 
of resources. Recently, researchers have contributed in this field and developed many 
optimization approaches to reduce the operational costs and make span time but still there is 
room for improvement as growing need of resources. Motivated by this, the paper presented a 
multi-stage and multi-objective based workflow scheduling algorithm. In first stage of the 
algorithm task priotization is performed using particle swarm optimization then resource 
allocation matrix is generated using ensemble learning and finally meta-heuristic 
optimization is used for allocating the optimal number of resources to respective priority 
queue tasks. The entire working model is developed on MATLAB and simulation is performed 
with varying number of tasks as well as virtual machines (VMs). The result was compared in 
terms of make span time with existing works and achieved better performance. 

 
Fig.1. Multistage Workflow Scheduling in Cloud 
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1. INTRODUCTION

 
In today's digital era, with increasing use of online applications or operations have increased the adoption of 
cloud computing. This has revolutionized business operations along with service delivery. For scalable and 
flexible computing resources that is aimed to enhance productivity, reduce infrastructure cost and adaptation 
with market demands [1][2]. Cloud computing is used over several domains that requires the resources for 
tasks such as data storage, processing, application hosting, etc. This increasing demand of resources will 
increase the cloud workflows that will make is quite complex task to manage and optimize the resource 
allocation process [3][4]. The conventional approaches for scheduling can handle workflow over cloud but 
face challenges to address the dynamic nature of modern workflows and therefore results in inefficient 
resource utilization with increased latency and ultimately increase the operational costs [5][6]. Therefore to 
handle such real-time dynamic and heterogeneous workflow tasks over cloud cannot be handled by 
conventional optimization approaches [7]-[12]. As it is known that conventional approaches are based on 
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predefined rules and heuristics approach for resource allocation during task scheduling this will lead to 
suboptimal resource utilization and bottleneck the performance on occurrence of high workloads. 
Additionally, these approaches also needs manual tuning as well as adjustments that makes it difficult to 
handle high workflows over cloud and thus reduce the efficiency of scheduling [13]. This issue can be resolved 
by incorporating artificial intelligence (AI) for cloud workflow scheduling [14]-[18]. As AI use the data 
analytics and predictive modeling for deployment of autonomous decision-making. AI techniques can 
dynamically optimize the resource allocation by learning from past behaviors and adapting to dynamic and 
changing conditions [19]. There are several steps that can optimize the resource allocation [21]. By 
continuously monitoring available cloud resources for task allocation AI can be considered to be better 
solution. The process of such advance task profiling involves a systematic analysis of each task to recognize its 
resource demands and respective characteristics. Selection of appropriate scheduling approach is crucial as 
they are based on several factors such as task prioritization, deadline constraints, and optimal resource usage 
with dynamic data handling with heterogeneous scenarios. The advance optimization approach works in 
iteration phase that are based on fine-tuning parameters for enhancement of scheduling strategy. Therefore, 
this paper is dedicated to explore the role of optimization approach with AI to optimize resource allocation 
and improvement in workload distribution. The major contributions of the paper are: 

• The paper presented a multi-stage workflow scheduling algorithm. 

• In the proposed approach a hybridization of particle swarm optimization based task prioritization is 
performed. Then resource allocation matrix is generated using ensemble machine learning approach. 

• Finally, the optimal resource allocation was performed using multi-objective meta-heuristic approach. 

• The result was evaluated with varying number of tasks as well as varying numbers of VMs. 
 
The rest part of the paper is organized as: section 2 presents the recent research contributions for scheduling 
workflows in cloud architecture. Then in section 3 proposed methodology is described with respective 
algorithms. Then results are presented in section 4 with comparative analysis. Finally, conclusion and future 
scope is presented in section 5. 

 
2. LITERATURE REVIEW 

 
Cheng et al. [22] proposed an optimization based scheduling approach for deep learning applications on GPU 
clusters. The designed approach was two-level optimization termed as DLBooster. In this approach the 
proposed model is composed of offloading key used for decoding tasks for FPGAs data preprocessing with 
back propagation computational workloads. Therefore, the proposed approach presented the better 
utilization for GPU allocation to respective workload. Ma et al. [23] proposed an online VM scheduling 
scheme (OSEC) that was based on energy and cost optimization deployed over cloud environments. The 
proposed approach used the Q-learning for efficient allocation of VMs. This significantly reduced the overall 
energy consumption, execution costs, and SLA violations. Jayanetti et al. [24] presented a workload 
balancing algorithm using deep reinforcement learning-based based scheduling framework for edge-cloud 
systems. This approach was hierarchical as well as hybrid in nature. The proposed approach used the 
proximal policy optimization for enhancement of performance with respect to energy consumption and 
execution time. Chen et al. [25] proposed deep reinforcement learning model to provide collaborative 
scheduling of heterogeneous workflows in cloud computing. The model reduced the make span time as well 
as cost. Mahmoud et al. [26] presented task scheduling algorithm that is multi-objective in nature. The model 
is based on decision tree for heterogeneous computing environment. Pradhan et al. [27] presented a 
scheduling algorithm with reinforcement learning and parallel particle swarm optimization. This algorithm 
addressed the load balancing with good accuracy. Zhou et al. [28] used deep-reinforcement-learning based 
two-stage scheduling model for IoT systems. The approach used the presorting technique with DRL for 
optimization of resource allocation and reduction in make span time. Mohammadzadeh et al. [30] proposed a 
hybrid multi-objective optimization algorithm that is composed of Seagull Optimization Algorithm (SOA) and 
Grasshopper Optimization Algorithm (GOA). Combination of this algorithm improved the convergence rate 
of optimization. This model was designed for handling scientific workflows over multi-cloud environments. 
The algorithm used the knee-point method for task scheduling. Dong et al. [31] proposed a hybrid algorithm 
with combination of evolutionary algorithm with DRL for addressing workflow scheduling challenges over 
cloud. The outcome of DRL was considered as input for evolutionary algorithm for optimization of tasks. Lu 
et al. [32] addressed the challenges of deadline constraints faced by the heterogeneous cloud resources. In 
this work, a market-driven workflow scheduling was used and proposed a Multi-Hierarchy Particle Swarm 
Optimization (MHPSO) algorithm that will use aggregation method and a hierarchical evolving process to 
reduce workflow load. The approach used the statistical analysis for comparison with existing approaches. 
Zeedan et al. [33] proposed a hybrid approach based on Enhanced Binary Artificial Bee Colony based Pareto 
Front (EBABC-PF). This approach introduced the Pareto Dominance strategy to optimize makespan time 
with cost. Reddy et al. [34] proposed an energy-efficient workflow scheduling using reinforcement learning. 
This approach also included the security enhancement using X-NOR Whirlpool hashing algorithm for 
scheduling scientific workloads. Shukla et al. [35] proposed a differential Evolution-Grey Wolf Optimization 
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(DE-GWO) approach in order to address slow convergence and low accuracy issue in the Grey Wolf 
Optimization (GWO) algorithm. The entire work is implemented for fog-cloud networks with improvement of 
accuracy as well as convergence speed. The technique used the weighted sum-based approach with make 
span time, cost, and energy consumption as objective function. The entire modeling was implemented to 
schedule scientific workloads. Despite the developments of ML and AI for cloud workflow load scheduling 
there are still some remaining research gaps areas. The one of the major problem is privacy and security 
concerns. Moreover issues such as minimal usage of CPU/GPUs, inefficiencies in exploring and converging to 
optimal solutions, latency, etc. Addressing these gaps is crucial for development of robust, scalable, and 
secure cloud workflow optimization strategies. 
 

3. PROBLEM IDENTIFICATION 
 
In cloud computing, factors such as CPU utilization, memory utilization, latency, response time, and speed 
are critical for virtualization. Virtual machines (VM) load depend on such critical factors and it is required to 
optimize these factors related with workloads at each hosting servers to avoid congestion as well as to reduce 
resource wastage. Each VM and host has load bounds and crossing these bounds lowers performance or 
wastes resources. Load balancing includes migration of workloads from overloaded to under loaded VMs. 
This combinatorial problem requires optimal VM selection and migration for dynamic workflow loads in 
cloud architecture. 

 
4. METHODOLOGY USED 

 
In scheduling, the workflows 𝑊 are represented as directed acyclic graph (DAG) as 𝑊 = (𝑇, 𝐸) where set of 
tasks 𝑇 is represented as {𝑡1, 𝑡2, 𝑡3, … 𝑡𝑛} with precendence dependencies as 𝐸. 𝑡𝑖 represents individual task 
that is being executed on current instance of time. 𝑒𝑖𝑗 represents that jth task can be executed only when ith 

task is being completed. This represents the dependency of task over each other. In this paper, we have 
considered IaaS cloud for execution of multiple workflows with number of virtual machines. The optimization 
problem is considered to be as: 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = min{𝑀𝑇, 𝑐𝑜𝑠𝑡} (1) 
 
Where, 𝑀𝑇 is makespan time and 𝑐𝑜𝑠𝑡 is cost function required to allocate virtual machine. 
In this paper, a multi-stage workflow scheduling is designed to resolve such issue. The working flowchart is 
presented in fig 1. In the first stage task priotization is performed then resource matrix (RM) generation is 
performed and finally optimal execution resource (OER) allocation is also performed. Each task is ranked in 
task priotization phase. Then based on task features, ensemble learning approach is adopted for generation of 
availability matrix of resources for respective task. Then finally multi-objective optimization is used to 
allocate the resources. All the steps are described in detailed further. 

 
4.1 Task Prioritization 
In this step, each task is assigned a rank for the given workflow. In this step, DAG of tasks are considered as 
{𝑡1, 𝑡2, 𝑡3, … , 𝑡𝑘 , … . 𝑡𝑛}. Each task length 𝑇𝑙𝑒𝑛𝑔𝑡ℎ, task sensitivity 𝑇𝑠 and number of child node 𝑇𝑐ℎ𝑖𝑙𝑑  are 

considered for selecting priority of task. This priority decision is based on PSO optimization. This step 
selected the PSO because of its fast convergence towards optimal solution. Algorithm for task priotization is 
presented below: 
Algorithm 1: Task Prioritization 
1. Initialize the particle that represents the priority of tasks as 𝑋𝑖 with velocity 𝑉𝑖 (i.e., the change for priority 

ranking). The best known position locally and globally is represented as 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡  respectively. 
2. Then velocity updation is performed by 𝑉𝑖(𝑡 + 1) = 𝑤 ∗ 𝑉𝑖(𝑡) + 𝑐1𝑟1(𝑃𝑏𝑒𝑠𝑡 − 𝑋𝑖(𝑡)) + 𝑐2𝑟2(𝐺𝑏𝑒𝑠𝑡 − 𝑋𝑖(𝑡)). 

Where inertia weight is represented as 𝑤 with cognitive and social coefficient of 𝑐1 𝑎𝑛𝑑 𝑐2 with random 
distribution of 𝑟1 𝑎𝑛𝑑 𝑟2. 

3. Then position of particles are updated as 𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + 𝑉𝑖(𝑡 + 1) 
4. Then fitness is evaluated using function 𝑓(𝑥) = ∑ (𝛼 ∗ 𝑇𝑙𝑒𝑛𝑔𝑡ℎ + 𝛽 ∗ 𝑇𝑠 + 𝛾 ∗ 𝑇𝑐ℎ𝑖𝑙𝑑)𝑛

𝑘=1  with weight factors 

𝛼, 𝛽, 𝛾. 
5. The entire process is repeated until the convergence is reached. 

 
5.1 RM Allocation 
In this step, the workflow tasks features are collected according to priority queue and regular queue. The 
collected features are: Task priority, task size, task cost, and assigned VM. These features are used generate a 
feature matrix as 𝐹𝑚 = {𝑓1, 𝑓2, … 𝑓𝑛}. Then ensemble model is used to train according to the presented feature 
vector generated out of historical data. The ensemble model predicts the availability matrix as 𝐴𝑖𝑗 =

𝑓𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝐹𝑚).then this avilability matrix is used to allocate available resources. 
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5.2 OER Allocation 
In this stage, optimal resources i.e., available VMs are allocated for execution of tasks i.e., priority queue tasks 
as well as regular queue tasks. In this step, the optimal resource allocation is performed using multi-objective 
meta-heuristic optimization approach is used. The multi-objective functions used here are based on make 
span time, total VMs availability and degree of imbalance. By combining the objectives into a single scalar 
value using a weighted sum approach is mathematically represented as: 

𝐹(𝑎) = 𝑤1𝑀 − 𝑤2𝐴 + 𝑤3𝐼 (2) 
Where, 𝑤1, 𝑤2 𝑎𝑛𝑑 𝑤3 are respective weights. 

𝑀 = max{𝑒𝑥𝑒𝑡𝑖𝑚𝑒 𝑖
} (3) 

𝐴 = ∑ ∑ 𝐴𝑖𝑗𝛿 (𝑎𝑖 == 𝑗)

𝑉

𝑗=1

𝑇

𝑖=1

 
(4) 

𝐼 =
max{𝑒𝑥𝑒𝑡𝑖𝑚𝑒 𝑖

} − min {𝑒𝑥𝑒𝑡𝑖𝑚𝑒𝑖
}

𝑐𝑗

 
(5) 

Then chromosomes (VMs) from the current population of VMs are used to create a mating pool based on 
their fitness function values. Then rank-based selection is used to select the best VM. The better fitness value 
is used to select the best VM. Then pairs of chromosomes are combined from the mating pool to produce 
offspring. The crossover is then performed for new offspring’s. Then, mutation operation is introduced for 
convergence to local optima. This process is repeated number of iterations for selection of optimal VMs for 
priority queue tasks as well as normal queue tasks. 
 

6. RESULTS AND DISCUSSIONS 
 
In this section, the performance of workflow scheduling and cloud load balancing is evaluated using the 
MATLAB simulation tool that is widely used for workflow scheduling simulation. MATLAB is used for 
designing the simulation modeling and experimentation. The evaluation is conducted on a 64-bit Windows 
system with an Intel(R) Core(TM) i5-10210U CPU @ 1.60GHz (2.11 GHz) and 8GB RAM. For this following 
parameters are used: 
Make span Time (MT): MT in cloud workflow scheduling is the total time taken to complete a set of tasks. 

𝑀𝑇 = max{𝑒𝑥𝑒𝑡𝑖𝑚𝑒𝑖
}      𝑤ℎ𝑒𝑟𝑒, 0 ≤ 𝑖 ≤ 𝑛 (6) 

Average Delay Time (ADT): For execution of 𝑛 tasks, the average time consumed is evaluated by ADT. 

𝐴𝐷𝑇 =
∑ 𝑒𝑥𝑒𝑡𝑖𝑚𝑒𝑖

𝑛
𝑖=1

𝑛
 

(7) 

Degree of Imbalance (DI): It is represented as the difference between max and min response time with 
respect to ADT. 

DI= 
𝑀𝑎𝑥(𝑅𝑖)− 𝑀𝑖𝑛(𝑅𝑖)

𝐴𝐷𝑇
 (8) 

Standard Deviation (SD): It is evaluated for estimation of distribution of load over the servers. 

SD= √
∑(𝑅𝑖−𝐴𝐷𝑇)2

𝑛
 

(9) 

Fig 2 presents the make span time evaluation for the proposed algorithm with respect to variable workflow 
tasks. The result was evaluated for 10-500 tasks over 3 VMs. The result was compared with priority-based 
scheduling as well as PSO based priority scheduling. As compared to these approaches the proposed 
approach outperforms better. The average make span time for such condition was approx. 39ms. Similarly, 
fig 3 presents the average delay time (ADT) for varying tasks. The result was also presented for priority-based 
scheduling as well as PSO based priority scheduling. The average ADT for priority-based scheduling as well as 
PSO based priority scheduling was more than 150ms whereas the ADT for proposed approach was approx. 
20ms. Fig 4 presents the DI representation for the proposed approach as compared to other two techniques. 
The average DI for both approaches was approx. 4 whereas for proposed it is near about 0.3. Then in fig 5 the 
SD comparison is presented. The average SD for the priority-based scheduling as well as PSO based priority 
scheduling was more than 80 whereas the average SD for the proposed approach was approx. 11. This shows 
quite improvement over the conventional approaches. 
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Fig. 2. Makespan Time Evaluation with respect to Workflow Tasks 

 

 
Fig. 3. ADT Evaluation with respect to Workflow Tasks 

 

 
Fig. 4. DI Evaluation with respect to Workflow Tasks 

 

 
Fig. 5. SD Evaluation with respect to Workflow Tasks 
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Fig. 6. Makespan Time Evaluation with respect to VMs 

 
Fig. 7. ADT Evaluation with respect to VMs 

 

 
Fig. 8. DI Evaluation with respect to VMs 

 

 
Fig. 9. SD Evaluation with respect to VMs 

 
Fig 6 presents the make span time evaluation for the proposed algorithm with respect to variable virtual 
machines. The result was evaluated for 3-10 VMs for 500 tasks. The result was compared with priority based 
scheduling as well as PSO based priority scheduling. As compared to these approaches the proposed 
approach outperforms better. The average make span time for such condition was approx. 68ms. Similarly, 
fig 7 presents the average delay time (ADT) for varying tasks. The result was also presented for priority based 
scheduling as well as PSO based priority scheduling. The average ADT for priority based scheduling as well as 
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PSO based priority scheduling was more than 200ms whereas the ADT for proposed approach was approx. 
35ms. Fig 8 presents the DI representation for the proposed approach as compared to other two techniques. 
The average DI for both approaches was approx. 6 whereas for proposed it is near about 4. Then in fig 9 the 
SD comparison is presented. The average SD for the priority based scheduling as well as PSO based priority 
scheduling was more than 150 whereas the average SD for the proposed approach was approx. 21. This shows 
quite improvement over the conventional approaches 
Fig 10 presents the make span time comparison with existing work. The existing approach uses the cuckoo 
search optimization approach for workflow scheduling. The approach conducted the experimentation for 5 
VMs and 25 tasks, 10 VMs and 25 tasks, 10 VMs 100 tasks and 15 VMs with 100 tasks and achieved make 
span time of 27.32ms, 29.36ms, 31.57ms and 32.46ms respectively. The proposed approach achieved the 
make span of 6ms, 3.6ms, 12ms and 10ms respectively. This result shows that the proposed approach have 
achieved better performance as compared to existing work. 

 
Fig 10. Makespan Comparative Analysis 

 
7. CONCLUSION 

 
In this paper workflow scheduling is presented for cloud. The paper explored that shifting from traditional 
approaches to data-driven approach such as ML/AI solutions has improved the efficiency, scalability, and 
cost-effectiveness of the scheduling process. The proposed approach is dedicated to design an approach for 
workflow task scheduling using a multi-stage framework. In the first stage of the model, task priotization is 
performed then second stage generates the resource matrix (RM) and finally in last stage optimal execution 
resource (OER) allocation is performed. The result analysis shows different operational conditions of varying 
task and VMs. The average makespan time for the proposed approach was in optimal range as compared to 
existing approach. In future the work would be extended in multi-workflows environment under hybrid cloud 
architecture. 
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