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ARTICLE INFO ABSTRACT

Due to the recent increase in digital data, data processing and management have
become more important. As a solution to this, UAV-based communication networks
are emerging. Against this background, the UAV-based communication networks are
emphasizing the fact that they are emerging as promising solutions in wireless
communication systems. This study aims to compare the latency between cloud
computing(CC), edge computing(EC), collaborative cloud and edge
computing(CCEC), and UAV-based intelligent edge computing(UEC). This study
analyzes the performance differences of these four methods as the number of nodes
increases. By setting up a virtual environment, penalties due to lack of infrastructure
resources were given to CC and EC and CCEC, and under these conditions, it was
confirmed that UEC performs better than other methods. In addition, this study
emphasizes the importance and efficiency of UEC, and as a result, this study presents
the possibility and importance of building an advanced UAV communication
network.

I. Introduction

Data processing and management have become more important due to the recent increase in digital data. As
a solution to this, UAV-based communication networks are emerging. Against this background, it is
emphasized that UAV-based communication networks are emerging as promising solutions in wireless
communication systems.[1],[2]. Advances in new technologies are continuing, and CC, EC, and UEC have
become essential elements in the current configuration of data processing systems.

CC is widely used in business processing and online service delivery, which require efficiency in large-capacity
data processing and resource management. Recently, with the advent of "Cloud Al," which integrates artificial
intelligence technology into CC, it enables faster and more accurate data processing and is being applied in
various fields. The use of cloud AI has enabled companies to make more precise and faster decisions.

EC has the advantage of reducing network traffic to CC by processing data directly on-site rather than
transferring it to the cloud. This enables rapid decisions, especially by processing and analyzing large amounts
of data generated by IoT devices, and enables more robust systems through efficient linkage with CC.

CCEC enable real-time data processing, drastically reducing latency and saving network bandwidth. It also
increases data security and improves overall system reliability and availability by providing flexible scalability
and cost-effectiveness.

UEC enables instant on-site processing and analysis of data using drone-mounted sensors and cameras,
enabling quick and effective responses in a variety of fields, including geographic analysis, urgent medical
services, and safety management.

As such, the combination of CC, EC, CCEC, and UEC plays a central role in modern data processing systems.
The interaction of these technologies is a key factor in maximizing the efficiency of large-scale data processing
and expanding the applicability in various fields. In the introduction of this paper, we would like to explore the
importance of these technologies and their complementary relationships.

This study sets up an experimental environment to compare the performance of these technologies by
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analyzing the differences in hardware usage with modeling algorithms of CC, EC, CCEC, and UEC. By
comparing and analyzing the advantages and disadvantages of each technology, we present which technology
is more efficient in a specific situation, and explore its appropriate applicability while increasing our
understanding of these technologies. This will provide a comprehensive understanding of the technological
achievements and limitations and provide guidance for the optimal technology selection in a specific situation.
This analysis will contribute significantly to the search for optimization of data processing systems, including
the cooperative use of CC and EC.

I1. Cloud Computing

Cloud computing(CC) offers significantly more processing power than devices located at the edge of a network.
This means that moving all computing tasks to the cloud has proven to be an efficient way to process data [3].
CC, which can be applied to a variety of domains, has the ability to process large amounts of data more quickly
and efficiently and can significantly improve the management of IT resources for enterprises. In addition, CC,
which is used in a variety of fields beyond data storage and processing, continues to enhance functionality and
leads the demand of the market, emerging as a promising technology. Advances in CC have the potential to
revolutionize enterprise and individual IT infrastructures, with superior processing power and scalability
based on a centralized structure. However, these structures can struggle with real-time processing of data, and
problems in the cloud can affect the overall service [4]. Additionally, the deployment of many IoT devices, such
as UAVs, can constrain bandwidth, stability, and security.

III. Edge Computing
Edge computing(EC) is a technology that processes and utilizes the vast amount of data generated within IoT
environments directly at the edge of the network, thereby improving data analytics speed and providing
services to users more quickly. While CC has the problem of processing all data on a central server, EC takes

an approach that allows each IoT device to analyze and process data directly on the ground.

Figure 1. Edge computing architecture
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IV. Collaborative Cloud and Edge Computing

Through the Collaborative Cloud and Edge Computing(CCEC), an edge cloud located near a terminal access
point can reduce the response time of IoT services and optimize the resource use in the central data center by
initially collecting and analyzing IoT data and sending only the necessary information to the central cloud
[5]1[6]. CCEC systems consist of edge nodes and cloud services, where edge nodes play a key role in collecting
and processing data intensively with hardware such as IoT devices. Meanwhile, cloud services share data
collected from edge nodes with other devices or servers, and utilize this data to provide various services. This
study aims to verify the efficiency of CCEC compared to cloud computing in situations where large amounts of
data processing and fast response speed are required. The results of the study confirm that CCEC performs
well in terms of data processing speed, which is of great importance, especially when large amounts of data
processing and real-time analysis are required in the IoT field. The architecture of CCEC is shown in Figure 1.

V. UAV-Based Intelligent Edge Computing

UAV-Based Intelligent Edge Computing(UEC) based on unmanned aerial vehicles is an advanced technology
that processes, analyzes, and transmits data using drones, which are characterized by rapid response and vast
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data processing capabilities. The UEC system contains several components, which include drones, local servers,
data centers, and cloud services. Drones move at high speeds and provide the ability to collect and process a
wide variety of data. Local servers are responsible for regional data processing and analysis, and play data-
driven analysis and management roles. Data centers provide tasks and storage space that are difficult to handle
with local servers, and the cloud provides a variety of data processing and analysis services. Important
technologies in UEC include virtualization, artificial intelligence, and real-time data powder, which increase
the efficiency and convergence of servers through virtualization technologies, and use artificial intelligence to
extract useful information from data collected by drones. In addition, real-time data analysis enables fast
response times and real-time processing. This study showed that UEC is superior in terms of data processing
speed, mobility, and regional suitability compared to conventional CC and EC. These advantages can be applied
in various fields such as real-time large-scale data processing and analysis, rapid response and emergency
handling in the event of a disaster. Thus, this study presents the potential for the development of smart drone
systems beyond the limits of CC and EC for data processing and analysis, and the architecture of UEC is shown
in FIg. 2 [8].

Figure 2. UAV-based Intelligent Edge Computing Architecture
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VI. Algorithms

In a CC environment, let's assume that the amount of data is R, the communication bandwidth is B, the GPU's
processing power is G, the CPU's processing power is C, and the RAM capacity is F. Under these conditions,
the time required for data processing of a CC system (tc), the response latency of this system (Ic), the time
taken for data processing in an EC system (te), and the response latency of EC (le). In addition, the time taken
for data processing in a CCEC system can be calculated in a specific way. Based on these calculations,
performance in various computing environments can be compared and analyzed and expressed respectively as
follows.

tC=B—C+G—C+C—C+F—C (1)
lc ? dc: tCR R (2)
te:B_e+G_e+C_e+E (3)
leRz de:te < R 4)

tee =+ + 2 4 &
ce BCe + GCe + CCe + FCe (5)
lee = dee + tee (6)

In smart CCEC using unmanned aerial vehicles (UAVs), the time (tu) required for data processing and the
latency (lu) of the system can be expressed by a specific formula. Through these computational methods, it is
possible to quantitatively understand the time it takes for a UEC system to process and respond to data. By
analyzing the performance metrics that can be obtained through the combination of UAV technology and CCEC,
the efficiency and response speed of these systems can be evaluated and expressed as follows.
ty =tqg+tgtit,+t )
I, =d, +t, (8)

In the above equation, tq represents the data transmission time in UEC, and ta represents the data processing
time. It is assumed that the data collection time (tx) and the data load time (tl) are included here, and are
expressed as follows, respectively.
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tq = Z (9)
R, R R

ta = Gy  Cu Fy (10)
t, =01 (11)
t;, =01 (12)

VII. Experiment and Results Analysis

Table 1. Parameter

Parameters Setting

Data Size, R 10000 MB
Bandwidth Cloud, B, 1000 Mbps
Bandwidth Edge, B., B.. 100 Mbps
Bandwidth UAV, B, 50 Mbps

GPU Cloud, G, 10000 GFLOPS
GPU Edge, UAV, G,, Gop, Gy, 500 GFLOPS
CPU Cloude, C, 1500 GFLOPS
CPU Edge, UAV, C,, Cep, Cy, 100 GFLOPS
RAM Cloud, F, 256 GB

RAM Edge, UAV, F,, Fo JF, 16 GB
Distance Factor Cloud, d,. 0.08

Distance Factor edce, d,, d.. 0.016
Distance Factor UAV, d,, 0.01

Infra penalty 0, 25, 50, 200

In this study, various environments were prepared, compared,

and analyzed for the implementation of CC, EC,

and UEC. The parameter values that enable fair comparisons between different computing methods are set up
in Table 1. These comparisons allowed us to evaluate how each computing model works efficiently according
to different environments and requirements.

Figure 3 compares the average system latency with the number of edge nodes in four different ways. As can be
seen from this figure, the cloud-only method and the collaboration method that utilizes both the cloud and the
edge have limited computational resources, which tends to lead to longer system latency as the number of edge
nodes increases. On the other hand, the edge-only method does not use the cloud, which means that the system
latency is constant regardless of the number of edge nodes. Furthermore, fewer edge nodes have shown better
performance than the cloud-only method. This is because when there are fewer edge nodes, the CC power
assigned to each mobile device is relatively greater than the EC power. Therefore, to reduce system latency,
more data needs to be transferred to the cloud for processing.

As the number of edge nodes increases, the edge-only approach starts to outperform the cloud-only approach
due to limited cloud computing resources. In particular, when the number of edge nodes becomes so large, we
see that edge-only methods perform better than fixed methods with both cloud and edge, meaning that more
data needs to be assigned to EC. UEC performs similarly to CCEC, but some performance degradation occurs
as UAVs perform slightly lower than typical CCEC methods. However, in all situations, CCEC provides the best
performance by leveraging the computational power of edge nodes and cloud servers.

Figure 3. Performance Comparison
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Next, mobility is often an important factor in situations such as natural disaster sites and military operations.
In situations like this, exploiting unmanned aerial vehicle UEC computing can provide significant benefits. It
can provide computing resources even in environments where network connectivity is difficult, giving it a
significant advantage over CC or traditional EC. Therefore, in this work, we consider the infrastructure penalty
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values of CC, EC, and CCEC in setting up virtual environments.

Figure 4. Performance Comparison with Infrastructure Penalty
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In Figure 4, an infrastructure penalty is assigned to each computing, and the simulation was conducted with
the environmental setting as shown in Figure 3. As can be seen from this figure, the method of using only CC
and EC, and CCEC tend to increase the overall system delay time through each infrastructure penalty
assignment. UEC also shows relatively low latency due to similar principles to CCEC. Moreover, UEC can
further reduce network latency by using UAV to perform data processing in mobility and closer locations.

VIII. Conclusion

Comprehensive analysis of the experimental results shows that CC, EC, CCEC, and UEC have different
characteristics, advantages, and disadvantages, which can be used appropriately for different environments
and needs. Cloud computing is an optimized choice for large-capacity data processing and batch processing,
but it is expensive and has disadvantages that a stable network connection is essential. EC performs well in
real-time data processing and IoT environments, and is advantageous in situations where network latency is
critical. However, care should be taken when stable connectivity and high levels of security are required. The
CCEC reduces response time for IoT services and optimizes resource usage in central data centers, as edge
clouds located near terminal access points initially collect and analyze IoT data and send only the necessary
information to the central cloud. However, in situations such as natural disasters or military operations,
performance can be degraded due to lack of infrastructure. Meanwhile, UEC has great advantages in special
cases such as emergency response due to its excellent mobility and real-time processing power. However, this
method is susceptible to external factors such as communication failure, noise, and cost issues. In this
experiment, UEC algorithms were executed under certain assumptions, and the results may vary depending
on the change of assumptions. Therefore, these technologies should be selected and utilized according to the
situation. By choosing the best computing method for the specific environment, the efficiency and best
performance of data processing can be achieved. Such decisions should be made taking into account several
factors such as user needs, technical constraints, and cost. Furthermore, continuous research and development
are needed to increase the performance and efficiency of these technologies. It is important to maximize the
advantages and overcome the limitations of these technologies through advances in hardware, the exploration
of new algorithms, and the advancement of security technologies. The experimental results show that UEC can
perform well under special circumstances. This is because its mobility and immediate processing power serve
as great advantages, especially in emergencies. This allows us to implement more advanced data processing
methods and develop the ability to respond flexibly to different situations.

Acknowledgments
Research was conducted through the 2023 Hanseo University on-campus research support project.
Reference

[1] Y. Mao et al., “A Survey on Mobile Edge Computing: The Communication Perspective,” IEEE Commun.
Surveys Tuts., vol. 19, no. 4, pp. 2322-58, Apr. 2017.

[2] Y. Zeng, R. Zhang, and T. J. Lim, “Wireless Communications with Unmanned Aerial Vehicles:
Opportunities and Challenges,” IEEE Commun. Mag., vol. 54, no. 5, pp. 36—42, May 2016.

[3] J. Gubbi, R. Buyya, S. Marusic, and M. Palaniswami, “Internet of Things (IoT): A vision, architectural
elements, and future directions,” Future Generation Computer Systems, vol. 29, No. 7, pp.1645-1660, Sept.
2013.



Jo Won-Hyuk, Choi et.al / Kuey, 30(4), 2138 3867

[4] L. D. Xu, W. He, and S. Li, “Internet of Things in Industries: A Survey,” IEEE Trans. on Industrial
Informatics, vol. 10, pp. 2233-2243. No. 2014.

[5] A. Ahmed and E. Ahmed, “A Survey on Mobile Edge Computing,” IEEE International Conf. on Intelligent
Systems and Control, pp. 1-8, Jan. 2019.

[6] Nasir Abbas at al “Mobile Edge Computing: A Survey” IEEE internet of Things Journal pp. 450-465, Sep
2017.

[7] C. Zhan, H. Hu, X. Sui, Z. Liu, and D. Niyato, “Completion Time and Energy Optimization in the UAV-
Enabled Mobile-Edge Computing System,” IEEE Internet Things J., vol. 7, no. 8, pp. 7808-7822, Aug.
2020.

[8] Y Yazid, I Ez-Zazi, “UAV-enabled mobile edge-computing for IoT based on AI: A comprehensive review”
MDPI Journal, vol. 5, Dec 2021.



