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ARTICLE INFO ABSTRACT 
 The daily lives of many individuals have been profoundly impacted by digital 

media. Hate speech refers to a story that is meant to distract or deceive the 
audience. Due to a number of factors, including the rise of online social networks 
during the recent years, hate speech has increased in frequency in the online 
world. Online social network users can easily be impacted by this hatred speech. 
Hate speech has become an issue for society, sometimes spreading more quickly 
than the truth. All of this hate speech is undetectable to a person. Therefore, a 
machine learning algorithm that can recognize hate speech automatically is 
required. Machine learning models are developed using algorithms to determine 
whether a speech is hate speech, hurtful speech, or neither. When compared to the 
other algorithms, the Gradient Boosting Algorithm produces the greatest 
accuracy. Therefore, the Gradient Boosting Algorithm is used for project launch. 
The Kaggle dataset used for this project to classify hate speech contains features 
like count, hate speech, offensive, neither hate nor offensive, class, and tweet. 
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 1.Introduction 
 
Hate speech is a pernicious form of discourse that can spread quickly on social media, as a result of biases, or 
as a result of conflicts between various groups both domestically and internationally. Hate crimes are crimes 
committed against a person due to their actual or perceived membership in a specific group. Hate speech is 
defined by Facebook's protected characteristics as an assault on a person's dignity, including their race, 
ethnicity, or place of birth. According to Twitter's terms of service, users are prohibited from threatening or 
harassing others via tweets according to their race, gender, religion, or any other trait. YouTube censors content 
that incites aggression or hatred against particular people or groups in addition to content that is restricted 
based on age, caste, and handicap. Hate speech related to internet radicalization or criminal activity is 
frequently researched. 
 
 2.Related Work  
 
Making use of deep learning algorithms [1] created a multi-domain hate speech corpus (MHC) of English 
tweets, which contains hate speech against religion, nationality, ethnicity, and gender in general and covers a 
variety of topics, including politics, terrorism, technology, natural disasters, and human/drug trafficking. Each 
occurrence in our dataset is carefully classified as either containing hate or not. To detect hate speech from 
Twitter data, we employ the most recent state-of-the-art models and present a stacked-ensemble-based hate 
speech classifier (SEHC). Our findings suggest that the suggested approach might provide a reliable starting 
point for subsequent research using this dataset. [2] Hate speech detection uses a range of recurrent neural 
frameworks also known as RNNs, for categorization, for instance the one known as the Gated Recurrent Unit 
(GRU). The most effective experimental outcomes were those for hatred speech detection, Word2Vec 
embedding, and RNN-GRU.[3] the first benchmark collection on hate speech that addresses various facets of 
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the problem. Each post in the set of data has been documented in several different angles: the intended 
community, the basic, widely-used 3-class classification, and the rationales. Models that take into account 
human reasoning lessen bias against specific populations. [4] Convolutional and recurrent layers were 
combined in an extensive natural language processing (NLP) model for the automatic identification of 
discriminatory language in online social network statistics. This model was applied to the HASOC2019 
collection and attained an aggregate F1 value about 0.63 in hatred recognition of speech on the HASOC test 
set. [5] explains several distinct Deep Neural Network, or DNN, Frameworks for Twitter hate speech detection, 
including the one known as the Gated Recurrent Unit (GRU), which is good at capturing sequence orders, the 
Convolution Neural Network, or (CNN), which is good at feature extraction.  WikiText103 dataset was used for 
pre-training the AWD -LSTM model. This approach fared notably better than the other Architectures. 6] 
compared the performance of eight machine learning algorithms and three feature engineering approaches to 
assess how well they performed on a publicly available dataset with three different classes. The results of 
various comparisons will be used to compare current studies for extant automated text classification techniques 
in the future. [7] aimed to look into a number of neural network models built on recurrent and convolutional 
neural networks to identify hate speech in Arabic tweets. The CNN model performs best, with an F1-score of 
0.79 and an AUROC of 0.89..[8] Different machine learning algorithms based on classification and regression 
models are used to teach the computer using various datasets. Twitter messages with the categories "offensive" 
and "not offensive" make up the datasets. Tamil language model received an F1 value of 0.87 while Malayalam 
language received a score of 0.77.[9] Four models are trained for experiments using three distinct feature sets 
taken from the dataset. The approaches to identify hate speech in videos involve converting the video into text 
format before providing it as input to machine learning models. The models are evaluated by computing the 
specified evaluation metrics..[10] explains how to add text data to supervised NLP problems, using the 
classification of deep internet hate speech as an example. produces a noticeable improvement in the detection 
of multiple hate speech classes, outperforming the baseline in the biggest online collection of hate speech by 
an absolute increase in Macro-F1 score of 5.7% and a 30% increase in hate speech class recall..[11] The 
suggested method uses sentimental and semantic features to classify tweets into hateful, offensive, and clean 
by automatically identifying hate speech patterns and the most prevalent unigrams..[12] Crowdsourcing was 
used to categorize a portion of those comments into three distinct groups: those having messages of hatred, 
primarily words that are offensive, as well as those missing both of them. A multi-class classifier was trained to 
differentiate between the three categories. Lexical techniques are useful for locating possibly offensive terms. 
 

III.Proposed Work 
 

Data Pre-Processing 
Pre-processing is the term used to describe the modifications made to our data before we send it to the 
algorithm. Data Pre processing is a technique for turning incomplete data into a complete set of data. In other 
words, data is always gathered from different sources in an unprocessed form that precludes analysis. For the 
machine learning technique used to apply the model to produce improved results, the data must be properly 
organised. The Random Forest algorithm, for example, does not allow null numbers, so some machine learning 
models have particular information requirements. In order to use the random forest algorithm, null values 
from the original raw data collection must be managed. A single dataset should be able to run numerous Deep 
Learning and machine learning algorithms thanks to the data collection's format. 
 
Data validation/cleaning process 
The process of validating data that has been collected involves verifying and validating it before use. As a result, 
it implies that source data must be checked for accuracy and quality before being used, imported, or processed 
in any other way. Data cleaning's primary goal is to find and eliminate mistakes and anomalies in order to 
improve the intrinsic value of  data for analytics and decision-making. 
 
Data Visualization 
The visualization of data offers a crucial collection of techniques for achieving a qualitative grasp. The following 
may come in beneficial if looking into and learning about a dataset to find trends, inaccurate data, anomalies, 
as well as a lot more. In comparison to evaluations of correlation and importance, visualizations of data are 
able to be applied to articulate and demonstrate significant connections in graphs and visuals which make the 
information more tactile and compelling to stakeholders. 
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Fig 1. Data visualization graph 

 
This image displays a data visualisation graph that displays the data as a bar graph. The X-axis in this case 
depicts the classes, which are 0, 1, and 2, and the Y-axis the count values. 
 
Machine Learning Model Development 
It will become clear that scikit-learn in Python can be used to build a test harness for this reason. Reliable 
comparison of the performance of numerous algorithms for machine learning is essential. This test harness can 
be used as a reference for your particular machine learning issues, along with additional and different ways of 
comparison. The efficiency characteristics of each type will differ. The potential accuracy of each model on 
unobserved data can be assessed by employing revising techniques as cross-validations. Out of the collection 
of models you've created using these approximations, it must be able to choose one or two of the finest ones. 
To see the data from different perspectives, it is a good idea to visualise new information using a variety of 
techniques. The model selection follows the same reasoning. You should evaluate the anticipated accuracy of 
your machine learning algorithms in a number of methods before choosing the one or two that will be used for 
finalisation. One method to do this is to display the average accuracy, variance, and other properties of the 
range of model accuracies using various visualisation techniques. 
 
1.Random Forest Algorithm 
Prominent machine learning algorithm called random forest remains an element of the guided learning 
methodology. This could be utilized to solve ML problems incorporating both regression and classification. 
This depends on the premise of ensemble learning, which is a technique for combining different classifiers to 
deal with complicated problems and improve model performance. As the acronym signifies, Random Forest 
acts as a classifier that averages several decision trees applied to various sections of the supplied dataset in 
order to boost the predictive ability of the dataset. 
 
2.Naive Bayes Algorithm 
The Naive Bayes algorithm is a straightforward method that uses probabilities for each trait that belongs to 
each class to make predictions. It is the supervised learning approach you would use to model a forecast 
modelling problem probabilistically. The naive bayes approach simplifies the computation of probabilities by 
presuming that the likely outcome of every feature being associated with an identified group result is distinct 
from that of the remaining features. Despite being a powerful assumption, this one results in a prompt and 
effective method. Naive Bayes is the name of a statistical categorization technique dependent upon Bayes 
Theorem. This constitutes one of several the most straightforward guided learning techniques. The naive Bayes 
classification algorithm is the most efficient, reliable, and quick method. Naive Bayes classifiers function swiftly 
and precisely on large datasets. 
 
3.Gradient Boosting 
One of the well-liked learning ensemble modeling methods called "boosting" is used to create strong classifiers 
from a variety of weak classifiers. It begins by creating a primary model using training data sets that are readily 
accessible, and then it finds any errors in the base model. A secondary model is constructed after the error has 
been located, and a third model is then added to the procedure. In this manner, adding additional models is 
continued until we have a complete collection of training data from which the model can accurately predict. In 
the annals of machine learning, GBM is also used as an ensemble technique to transform weak learners into 
strong ones. In this topic, "GBM in Machine Learning," we'll talk about boosting algorithms, gradient machine 
learning algorithms, the history of GBM, how it functions, different GBM terminologies, etc. But first, 
familiarize yourself with the boosting idea and different boosting algorithms used in machine learning. 
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DEPLOYMENT USING FLASK: 
The most accurate algorithm is used to implement the model Gradient Boosting, one of three algorithms, is the 
strongest model. The Flask micro web frame work is used to deploy this model. 
 

IV.Evaluation Metrics 
 
Classification Report 
In machine learning, a classification report is a success evaluation metric. It is used to display the trained 
classification model's accuracy, recall, F1 Score, and support. The classification reports for the three methods 
are as follows: 
 
i. Random Forest Algorithm 
 

 
Fig 2. Screenshot of classification report of Random forest algorithm 

 
The aforementioned figure displays the precision, recall, f1-score, and support values for hate speech, no hate 
and offensive language, and offensive language that were obtained by using the Random Forest method to train 
the model. 
 
ii. Naïve Bayes Algorithm 
 

 
Fig 3. Screenshot of classification report of Naïve Bayes algorithm 

 
The accuracy, recall, f1-score, and support value for Hate_Speech, No_Hate_and_Offensive, and Offensive 
Language as determined by model training with the Naive Bayes Algorithm are shown in the above figure. 
 
iii. Gradient Boosting Algorithm 
 

 
Fig 4. Screenshot of classification report of Gradient Boosting algorithm 

 
The precision, recall, f1-score, and support value for hate speech, no hate and offensive language    are displayed 
in the above figure. These values were acquired by using the Gradient Boosting Algorithm to train the model. 
 
Confusion Matrix 
The performance of the classification models for a certain set of test data is evaluated using a matrix called the 
confusion matrix. It can only be established if the real test data values are known. 
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i. Random Forest Algorithm 
 

 
Fig 5. Screenshot of confusion matrix of Random forest algorithm 

 
For  Hate Speech the TruePositive Value is 2.The FalseNegative for hate speech is [0+0]=0. The FalsePositive 
for hate speech is [0+2]=2.TrueNegative value for hate speech is [4+0+0+2]=6. 
 
ii. Naïve Bayes Algorithm 
 

Fig 6. Screenshot of confusion matrix of Naïve Bayes algorithm 
 
For Hate Speech the TruePositive Value is 31. The FalseNegative for hatespeech is [2+8] = 10. The FalsePositive 
for hate speech is [8+4]=12. TrueNegative value for hate speech is [31+2+0+34]=67. 
 
iii. Gradient Boosting Algorithm 
 

 
Fig 7. Screenshot of confusion matrix of Gradient Boosting algorithm 

 
For Hate Speech the TruePositive Value is 8. The FalseNegative for hate speech is [1+1]=2. The FalsePositive 
for hate speech is [0+3]=3.TrueNegative value for hate speech is [17+0+1+12]=30. 
 

V.Accuracy Comparison 
 
The Gradient Boosting algorithm is determined to provide the best accuracy of the three algorithms. As a result, 
the project's implementation used the Gradient boosting algorithm. 
 
i. Random Forest Algorithm 
 

 
Fig 8. Screenshot of accuracy of Random forest algorithm 

 
The accuracy achieved by using the Random Forest algorithm during model training is shown in the above 
image. The degree of precision found is, that is 80.0% of random forest classifiers are accurate. 
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ii. Naïve Bayes Algorithm 
 

 
Fig 9. Screenshot of accuracy of Naïve Bayes Algorithm 

 
The accuracy achieved by using the Naive Bayes algorithm during model training is shown in the above image. 
The accuracy found is 80.0%, which is the accuracy of the multinomial naive bayes model. 
 
iii. Gradient Boosting Algorithm 
 

 
Fig 10. Screenshot of accuracy of  Gradient Boosting 

 
The accuracy achieved by using the Gradient Boosting algorithm to train the model is shown in the above image. 
The accuracy attained is 86.04%, which is the accuracy of the gradient-boosting classifier. 

 
Fig 11. Accuracy Comparison 

 
Three suggested work algorithms are compared in the graph up top. According to the information above, 
"Gradient Boosting Algorithm" produces the greatest accuracy when compared to the other two. The Gradient 
Boosting Algorithm, which produces the greatest accuracy, is now used in the project deployment. 
 
Comparison of accuracies in proposed and related work: 
 

 
Fig 12. Comparison of accuracies in proposed and related work 
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According to the performance analysis presented above, the Gradient Boosting Algorithm produces the greatest 
accuracy. The accuracy of algorithms like CNN, GRU, and BERT in study papers from 2020 was 79%, 78%, and 
76%, respectively. The accuracy of algorithms like RoBERTa, CNN, and Ada Boosting in study papers from 
2021 was 78%, 71%, and 66%, respectively. This leads to the conclusion that the proposed work has produced 
better accuracy results than its related work. 
 

VI. Results and Discussions 
 
Fig 13. Represents the user interface where users enter comments for hate speech, offensive language, no 
hatred, and offensive classification. 

 
Fig 13. Screenshot of  output screen to classify the comments 

 
This screenshot displays the home page, where text is entered and remarks are organised. 
 

 
Fig 14. Screenshot of entering the text for classification 

 
This figure demonstrates how to type comments into the textbox to input text.The "Predict" button should be 
clicked after entering the text in the textbox to reveal the sort of comment. 
 

 
Fig 15. Screenshot of the prediction of Hate Speech 

 
When the "Predict" button is selected after the text has been entered, this figure illustrates how the comments 
will be categorised and presented in the webpage. The sort of comment displayed in this figure is hate speech. 
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VII. Conclusion and Future Enhancements 
 
As the world moves more and more toward digital technology, everyone now has access to the internet and can 
publish whatever they want, making the control of hate speech very difficult. Therefore, there is a higher 
likelihood that individuals will be misled. Machine learning is typically designed to handle these types of 
complex tasks because it requires more time to manually analyze these types of data. Machine learning can be 
used to determine whether or not a piece of speech qualifies as hate speech by using historical data, helping 
them understand trends, and increasing the model's accuracy by tweaking its parameters. After that, the model 
is employed as a categorization model. The optimal model can be used for classification by comparing various 
algorithms. The Gradient Boosting Algorithm is determined to provide the best accuracy of the three 
algorithms. As a result, the project's implementation used the Gradient boosting algorithm. In the future, if 
someone attempts to use any offensive language, a warning notice will be displayed, and if they go over the 
allotted number of warnings, their account will be blocked from that particular social network. 
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