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ARTICLE INFO ABSTRACT 

 As is well known, the majority of people in India work in agriculture, making it the 
country with the second-highest population in the world. Farmers are planting the 
same crops over and over again without experimenting with other varieties, and 
they are dousing crops in fertilizer in arbitrary amounts without understanding 
the amount and composition of deficiencies. Thus, this has a directly affects the 
yield of crops in crop output Furthermore to acidify soil and destroying the top 
layer. Therefore, we used machine learning techniques to construct the system 
with the benefit of farmers in mind. Our technology will recommend the most 
appropriate crop for the land based on weather and content characteristics. 
Additionally, the system offers details on the necessary amount and composition 
of fertilizers as well as the seeds needed for growing. 
Therefore, producers may grow a new crop variety, perhaps raise their profit 
margin, and prevent soil contamination by using our technology. 
 
Keywords:  Rainfall prediction, SVM, crop recommendation, machine 
learning, crop prediction, decision tree 

 
Introduction 

 
In India, one of the major professions is farming. That is the most expansive economic sector and is essential 
to the success of the country as a whole. In order to meet the requirements of 1.3 billion individuals, agriculture 
occupies about 60% of the country's total land area[1]. Therefore, using modern Technology used in agriculture 
is essential. This will steer farmers in our country toward profit. Previous agricultural forecasts and yield 
projections were made using farmers' prior expertise in a specific region. Their knowledge of soil nutrients is 
inadequate nutrients in the dirt, like potassium, phosphorus, and nitrogen, hence they will only select the 
previous crop from their neighbourhood or the more popular crop in the area. Crop rotation is not 
recommended in the current situation because necessary, or insufficient fertilizer application results in lower 
yields, soil pollution (also known as soil acidification), significant harm to the soil's top layer[2]. We used 
machine learning to create the system with the welfare of farmers in mind, taking into consideration all of these 
issues[3]. The field of agriculture will never be the same thanks to machine learning (ML). With the advent of 
large data and high-performance computers, machine learning—a branch of artificial intelligence—has 
emerged to provide new opportunities for data-intensive research in the interdisciplinary subject of 
agrotechnology. In the field of agriculture, for instance, machine learning is neither a hidden method nor a 
magic trick. It is a set of carefully crafted models that, depending on soil composition and meteorological factors 
like pH, temperature, humidity, and rainfall, collect specific data and apply certain algorithms to get desired 
results. They come from L C Farm Mandy, the government website, and the weather agency. The farmers or 
sensors feed the system with the required data, such as temperature, humidity, and PH. To find patterns in the 
input data and treat it according to input parameters, machine learning prediction algorithms like Support 
Vector Machine (SVM) and Decision tree are used to the data. The algorithm recommends a crop and the 
amount of fertilizer to be added for the crop that is expected[4]. 

 
Literature Review: 

 
To increase farmer profits Regarding the standard of the farming sector, Rohit Kumar describes methods for 
predicting agricultural production and suggests a good crop[5][6]. Making use of the Hadoop algorithm and 
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platform, a significant volume of data—also known as big data—including meteorological and soil data was 
obtained for the purpose of predicting agricultural production in this article. To improve crop quality, one may 
therefore predict which crop is appropriate in a given scenario using repository data. Rahul Kumar uses a 
machine learning technique to explain agricultural yield and rain-fall forecast. In this work, many methods for 
machine learning are discussed for forecasting rainfall and agricultural production[7]. The effectiveness of 
various methods for machine learning, like decision trees, SVM, liner regression, KNN method, is also 
mentioned. They determine that SVM has the best rainfall prediction effectiveness in that methodology. Rahul 
Saini explains the many machine learning methods used to increase productivity in agriculture. They have 
examined a number of artificial intelligence techniques in this publication, such as machine learning algorithms 
and large-scale data analysis for precision agriculture[8]. Neural networks, ensemble-based models, KNN, etc. 
are used to describe the crop recommender system. 
 
Proposed work plan : 
The proposed method will use meteorological and soil composition data to determine which crop would be best 
for a specific piece of land. 
factors such dirt pH, temperature, humidity, and rainfall. 
 
SYSTEM FLOWCHART : 

 
Figure 1 

 
 
2.2 Data Gathering: 
Data collection is the most efficient approach to collect and examine information from a variety of sources, like 
VC Form Mandy, APMC, and government websites. These characteristics have to be present in this dataset: i) 
pH of the soil ii) Climate (temperature, humidity, and rainfall), iv) Crop data, and vi) NPK levels are among the 
elements that crop prediction will take into account. We gather rainfall data from prior years in order to 
anticipate the yearly rainfall. 
 
Data preprocessing: 
after the acquisition of datasets from several sources. There are several ways to go about data preparation; it 
starts with reading the gathered dataset and goes all the way to data cleaning. Some duplicated qualities were 
found in the datasets during data cleaning, but such traits were not taken into account for crop 
prediction[9][10]. Therefore, we need to eliminate unwanted traits and datasets with missing values in order 
to increase accuracy. It is necessary to either eliminate or replace up these missing values with unwanted nan 
values. Next, state the model's objective. After data cleaning, the dataset will be split into training and test sets 
using the skill learn library. 
 
 Machine Learning Algorithm for Prediction: - 
Machine learning prediction algorithms have greatly improved based on taught data. optimized estimation that 
must yield a plausible conclusion. The application predictive analytics is the use of data, statistical algorithms, 
and machine learning techniques to estimate the likelihood of future events based on historical data[11]. Rather 
than focusing exclusively on what has already happened, the goal is to offer the most accurate projection of 
what is likely to happen in the future. In our system, we used a supervised machine learning approach, which 
has two subcategories: regression and classification. The classification algorithm will work best with our setup. 
Predicting rainfall using the SVM software. Crop forecasting with the decision tree technique[12].  
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Rainfall Prediction:  
The procedure begins with loading an external dataset that includes rainfall data from prior years. Next, as 
mentioned in the Data Pre-processing section, loaded dataset pre-processing occurs. Following the pre-
processing of the data, we use an SVM classifier with an RBF kernel to train the model. Next, In the training 
set, the classifier is fitted. 
 
 The  flow chart of rainfall prediction  

 

 
 
Next, The training set is fitted with the classifier. Equation (1) expresses In mathematical terms, the radial basis 
function is ( 1, 2) = ( Euclid is equal to gamma. Finally, || 1 −^2||2) (1) Where X1 and X2's distance from  −

One of the crop . when the model has been fitted and tested, it will be able to forecast the proper yearly rainfall
is the anticipated rainfall. prediction system's input parameters  

 
3.4. Crop Recommendation: 

meteorological data, projected  The optimal crop to grow will be recommended by the algorithm depending on 
rainfall, and soil contents. This approach furthermore furnishes information regarding the necessary 

The chart displays the amounts of nitrogen (N), phosphorus (P), and potassium (K) in  fertilizers, such as
. Other kilograms per hectare, as well as the quantity of seed required per acre for the recommended crops

features of this system include the ability to show the current market price and the estimated yield for the 
suggested crop, expressed in quintals per acre. All of those facts will assist farmers in selecting the crop that 

.[13]will yield the highest profit  
 

B. Crop Prediction:  
The process of crop prediction begins with the import of external agricultural datasets. Following the reading 
of the dataset, Pre-processing will be done in stages, as explained in the data section pre-processing. Train the 
decision tree classifier. models on the training set once the data has been beforehand processed. To predict the 
crop, we consider many parameters such as the pH of the soil, temperature, humidity, and the amount of 
rainfall that is expected. These are the input parameters for the system, which can be entered manually or 
acquired by the sensors. There will be an added list with the input parameter values and the anticipated rainfall. 
The decision tree algorithm will predict the crop based on list data[14][15]. 
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. Figure (3) displays the proposed system's overall flow chart. … 

 
 
We evaluated the system using a variety of data sets that were gathered from individual farmers on the state of 
their respective properties. Conditions of the land include variations in pH, humidity, and NPK levels. For 
2020, a steady yearly rainfall is anticipated [16][17][18][19]. 

 
RESULT  OUTCOME:  

 
The suggested method suggests the most advantageous crop for 3.1. Data Gathering: - The best method for 
collecting and evaluating data is through data collection, which can be done from several sources, such as 
official websites, VC Form Mandy, or APMC, as seen in fig. 2. Data gathering takes into account elements 
including soil PH, temperature, humidity, and yearly rainfall. Among these factors, the system itself predicts 
yearly rainfall using the SVM algorithm and data from prior years; the user must provide the remaining 
parameters. The system shows a suitable crop, the number of seeds needed per acre, and the market price in 
the output column.  
 

 
 

CONCLUSION :  

 
We must gather the necessary information With just GPS locations, we may predict crops by accessing the 
government's rain prediction system and inputting the GPS coordinates of a plot of land. We may also develop 
a model to stop food surpluses and shortages. 
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