
Copyright © 2023 by Author/s and Licensed by Kuey. This is an open access article distributed under the Creative Commons Attribution 

License which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited 

Educational Administration: Theory and Practice 
2024, 30(5), 14614-14628 
ISSN: 2148-2403 

https://kuey.net/     Research Article 

 

Unveiling Early Detection And Prevention Of Cancer: 
Machine Learning And Deep Learning Approaches: 

 
Sahadat Khandakar1*, Mohd Abdullah Al Mamun2, Md. Monirul Islam3, Kaosar Hossain4, Md Mehedi Hassan 

Melon5, Muhammad Sajid Javed6 

 
1MSc in Data Analytics, Alliant International University, Email: sahadat.khandakar47@gmail.com 
2MBA in Information Technology Management, Email: mamun.westcliffuniversity.usa@gmail.com 

3Scholar Masters of Business Administration, Data Analytics, Westcliff University, Email: live.mailmonirul@gmail.com 
4MSc in IST, Alliant International University, Email:  mkhs795@gmail.com 
5Scholar Master of Business Administration, International American University, Los Angeles, Email: mehedihassanntu@gmail.com 

6M Phil Scholar/Researcher English Language and literature, Department of English, Minhaj University Lahore,  
 Email: raysajidjaved@gmail.com 
 

 Citation: Sahadat Khandakar,et al (2024), Unveiling Early Detection And Prevention Of Cancer: Machine Learning And Deep Learning 
Approaches:, Educational Administration: Theory and Practice, 30(5) 14614-14628 
Doi: 10.53555/kuey.v30i5.7014 
 

ARTICLE INFO ABSTRACT 
 This research discusses the use of machine learning and deep learning 

techniques for cancer detection and screening. The use of machine learning 
and deep learning algorithms enables survey specialists, including healthcare 
professionals, to increase the accuracy of risk assessments for diseases such as 
cancer, and hence identify the best time and techniques for screening. The use 
of these technologies enhances the accuracy of diagnosis while simultaneously 
aiding in the formulation of treatment regimens based on patients’ profiles. 
The Conventional approaches in cancer prevention and early detection 
sometimes act poorly as they sometimes do not cover many aspects of changes 
and variations of risks in people. Skin cancer is a prevailing issue, and the 
worldwide effects have amplified the importance of early and appropriate 
diagnosing. In previous years, the field of medical research has expanded 
through the use of machine learning and deep learning approaches, 
particularly in the diagnosis and classification of skin cancers. The importance 
of using machine learning and deep learning techniques in the early detection 
and prevention of cancer. The study emphasizes the importance of machine 
learning and deep learning approaches in the future struggle against cancer, 
which will necessitate the incorporation of early detection into normal 
operations. Due to the machine learning approach, multifaceted connections 
and relationships are found in high-dimensional data and hence sharper and 
individualized prophylactic measures. However, issues like quality of gathered 
data, interpretability of models, and of course, ethical issues are still there to 
hold back the progress of these technologies. In this regard, the present review 
seeks to provide detailed information regarding the current landscape of skin 
cancer research by showcasing the power of ML and DL models to the scholars, 
clinicians, and other healthcare professionals. This paper underscores the need 
for care and detection of cancer at an early stage as well as preventing the 
cancer illness. In particular, highlighting achievements along with unexplored 
opportunities for further development for this kind of research, this venture 
aims to introduce new advances in the field of skin cancer identification. 
 
Key Words: Early Detection, Cancer Prevention, Machine Learning, Deep 
Learning, Convolutional Neural Networks, Risk Stratification, Predictive 
Models, Personalized Healthcare 

 
Introduction 

 
The disease remains one of the major leading causes of morbidity and mortality across the globe, therefore 
there I call for enhanced innovation and improvement of measures for prevention as well as early diagnosis 
(Siegel et al., 2023). The conventional diagnostic approaches including imaging, histology, and clinical 
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assessment are not devoid of complications because it takes a lot of time, sometimes it’s invasive, and lastly, 
they are less sensitive and specific in some circumstances that brings to light new ways aimed at increasing 
accuracy and efficiency of the cancer diagnosis. Modern development in the areas of ML and DL present some 
potential solutions to these problems. Machine learning which encompasses the creation of models that are in 
a position to learn from and even predict from a set data has been applied successfully in several areas of 
healthcare endeavors. These models process large and unstructured data, look for patterns and come up with 
insights on what may happen next something that human beings would find hard to do without these models 
(Topol, 2019). A subfield of ML called DL, uses neural networks with many layers and has exhibited unique 
features in image identification, natural language processing, and statistical forecasts to demonstrate the 
prospect of changing cancer detection and prevention (LeCun et al. , 2015). In this paper, an analysis of both 
ML and DL techniques is presented and an attempt is made to identify their uses in the field of cancer especially 
within the framework of detection and prevention. The ML and DL techniques can improve the diagnosing 
accuracy, predicting cancer risks and can detect biomarkers related to different types of cancer using large-
scale data such as medical images, genetic data and patients’ records (Esteva et al., 2019; Coudray et al. , 2018). 
The proposed study will have the following objectives: To systematically analyze the existing state of the said 
technologies and compare them to the conventional approaches, and to discern the opportunities for future 
developments in the identified field. Thus, based on the literature review, case studies, and empirical data of 
this study, the radical impact of ML and DL in cancer care will be explained. It is stated that the ultimate goal 
is to enhance the oncological early detection approach, and drive patient centric outcomes, and endorse 
preventive action developments contributing to world cancer care (Yoshida et al., 2021). Big Language Models 
(LLMs) are statistical machine learning methods that are able to capture information, keys and lesser amount 
of insights and then, create new textual information and forecasts  
 

Figure No :01 Historical Journey of Machine Learning and Deep Learning 
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Figure No ;02 Relationship between AI, MI and Deep Learning 
 

 
 
Cancer is a global health issue, as it is considered one of the most critical diseases with a high mortality rate, 
and at the same time, patients’ outcomes vary greatly. Prompt identification of cancer and intervention are the 
key to increasing cancer survival and decreasing its impact. Mammography for breast cancer and colonoscopy 
for colorectal cancers have been popular screening techniques that have positively helped in early diagnosis of 
the diseases. However, these produce certain problems such as the identification of condition which are not 
necessarily relevant or innovations that are falsely thought to be high-risk by the methods’ false positive and 
false negative results and coherence and inconsistency of the risk levels from people to people (Sirovich et al. 
2003). Over the years, developments in the use of artificial intelligence and machine learning have expanded 
the possibilities for stronger cancer prevention measures. In supervised machine learning methods as SVMs 
and in ensemble techniques like Random Forests promising approaches have been found in analyzing large 
and matrixed data and increasing the rate of prediction (Esteva et al., 2017). The state-of-the-art deep learning 
techniques especially CNN has further enhanced the feature extraction from high dimensional data like medical 
image and genomic data (LeCun et al., 2015). Nonetheless, several issues affect the incorporation of machine 
learning and deep learning in cancer prevention. New challenges regarding data quality, model interpretability 
or data privacy and bias in algorithms have to be solved for these technologies to be fully harnessed (Obermeyer 
et al., 2019). In addition, although there is awareness of AI-based models in early diagnosis and risk profiling, 
application and efficacy in actual practice environments is still under exploration. The objective of this research 
will be to identify how machine learning and deep learning can be used in the prevention and diagnosis of 
cancer at the initial stages. The proposed approach aims to create the models using more profound algorithms 
focusing on various aspects of the data, including genetic and environmental data and data regarding lifestyles 
to come up with better accuracies and specificity of the cancer prevention. Thus, the purpose is to raise 
awareness about how these technologies redefined early diagnosis and contribute to the concept development 
for applying AI in cancer care. 
 
Background of the study: 
Artificial intelligence, with Machine learning as its subset, involves training algorithms on how they will learn 
patterns from available data and make predictions from them. A subfield of Machine learning is known as deep 
learning, which uses the neural networks with multiple layers to train the model according to large datasets. 
These technologies seem to hold great potential in different health care fields such as the evaluation of medical 
images and patients’ genomic data in addition to records as revealed by Esteva (et al., 2019) and Litjens (et al., 
2017). The new generation of Machine learning and Deep learning has selflessly enhanced the prognosis of 
cancer diagnosing models. For example, convolutional neural networks (CNNs) revealed excellent performance 
in the diagnosis of medical images including mammogram and CT scans regarding signs of early cancers (Shen 
et al., 2019). Likewise, patients’ histories and sequences, including genomics sequences, are also analyses using 
recurrent neural networks and other DL architectures to identify high-risk patients for cancer (Chen et al., 
2020). The use of such technologies in clinical settings has been made possible with the expansion of big, high-
quality data sources and enhanced algorithms. Therefore, the implementation of the ML and DL for dealing 
with the healthcare problems is still at an early stage and some concerns refer to data protections, the potential 
of the algorithms’ prejudice, and the requirement of the experimental validation (Jiang et al., 2017). All in all, 
it can be mentioned that the opportunities to advance in cancer detection and prevention with the help of ML 
and DL are rather high. The implementations of these technologies are designed to provide enhanced 
diagnostic capabilities with higher accuracy, fewer invasions to the patient’s body, and in a shorter time span 
than conventional technologies, thus leading to early diagnosis and treatment of identified conditions. With 
further development of research in this direction, one should confront the challenges of such a situation and 
guarantee that these modern solutions have been organically included in the clinicians’ practice. 
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Literature Review 
 

 Cancer Prevention Strategies 
It is important for clients to understand that the prevention of cancer entails the use of various measures such 
as change of behavior, screening and detection. Conventional methods of screening include mammography for 
breast cancer and colonoscopy for colorectal cancer and these have taken central stage in the reduction of 
mortality rates of the diseases. However, these methods also present their own disadvantages relying on rising 
the sensitivity of a screening method from as low as 10 percent up to 90 percent, though they contain false 
positive rates, false negative which are costly, and variable sensitiveness in different population (Mandelblatt 
et al., 2006). Therefore, there is more need for improving these strategies with better and even individualistic 
methods. 
 
 Machine Learning in Healthcare 
Use of ML has changed health care through the help of big data in that the process of analyzing large data sets 
is more effective and efficient. There are advanced supervised learning methods like Logistic Regression, 
Support Vector Machines, various unsupervised methods like Clustering, etc., which have better diagnostic 
ability than traditional methodologies, and help in mapping out patients’ management (Esteva et al., 2017). 
Among them, the ensemble learning techniques have been proved useful for the following reasons: it combines 
several models in order to enhance the prediction accuracy (Dietterich 2000). These developments underline 
the prospects of ML in the context of the issues concerning conventional cancer detection and prevention tools. 
 
Machine Learning in Cancer Prevention 
Several recent research investigations have been directed towards the utility of ML in cancer control, 
specifically, risk prediction and screening. For instance, it has been used in genomics, in medical imaging and 
even in patient records to estimate their risk of developing cancer and divide them into groups of high risk and 
low risk groups (Kourou et al., 2015). A number of sophisticated deep learning approaches, including the 
Convolutional Neural Networks (CNNs), have demonstrated potential to analyze high-dimensional data for 
various medical images with the aim of identifying early signs of cancers like breast or lung malignancies 
(LeCun et al., 2015). Such models may contain the possibility of defining nuances and relationships that can be 
otherwise unnoticeable. Nevertheless, the present study’s findings expose a number of confusion when 
adopting ML and deep learning in cancer prevention. Data quality is very important as ML models need huge 
high-quality data sets to get a good prediction. Lack of complete and balanced information to evaluate risks 
means the latter can be overestimated or underestimated, and healthcare inequality increases (Obermeyer et 
al., 2019). Also, the interpretability of the most powerful and widely used ML models, which is deep learning, 
still poses a problem. Transparency of such models and their decision making, so that the clinicians can 
comprehend the logic, is critical to its success (Caruana et al., 2015). Other research areas to investigate include 
the ethical issues to do with data privacy and fairness of the algorithms which has to be looked into so as to 
encourage responsible and fair use of the ML technologies (Hanna et al., 2020). The further development in 
the field of AI implies the necessity of encouraging the application of ML and the development of DL techniques 
in coordination with clinical work. Some of the issues would be aimed at improving the interpretation of 
models, ways of dealing with data quality, and methods for preventing biased data. Further, ML application 
research to improve integration between real-time health monitoring systems and the models could offer more 
prompt/individual prevention strategies (Topol, 2019). Future developments of these technologies will require 
the involvement of researchers, clinicians, and policymaker to serve the purpose of eradicating the use of cancer 
by disseminating these technologies in the right manner. 

 
Methodology 

 
 Data is collected from multiple sources. Genomic data is obtained from public database like TCGA and another 
genomic database. Mutation information, gene expression, and other genetic information were collected from 
this dataset medical imaging data in form of MRI, CT scans and mammography are collected from health 
facilities and imaging databases. A process to organize images into the required format and to enhance the 
image quality was initially done. Partnership with healthcare systems enabled collection of EHRs that included 
patients’ characteristics, previous diseases, and past cancer screening results. Data preprocessing steps were 
implemented to prepare the data for analysis. CatÅ “gorigraphic variables were also scaled, making them 
normalized or standardized to have higher variability in an attempt to enhance model accuracy. Any missing 
or incomplete values were manipulated using techniques like imputations and deletion. The neural networks 
for medical imaging were trained using some data augmentation techniques such as rotation and scaling of 
images to improve the size and variety of the dataset. Several machine learning and deep learning techniques 
were employed to develop predictive models. A tree-based learning algorithm that can classify data into one of 
the K categories, where the whole decision tree is build using decision trees and this method can well handle 
feature interactions as well provides higher classification accuracy as the tree used in developing the model is 
made of trees. Used for electronic health record and medical imaging big data analysis.  
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Figure No 03: F1-Score The harmonic means of precision and recall, providing a balanced 
measure of model performance. Evaluates the model's ability to distinguish between classes. 

 
 

Figure No 04: Adoption Rates and Performance Improvements of ML/DL in Cancer 
Detection 

 
 
Table 1 reveals the normal rise of the adoptions of machine learning and deep learning in the early detection 
and prevention of cancer for the years between 2018 and 2024. Unfortunately, it is reported that health care 
institutions and organizations were not very active in adopting these technologies, of which only 10% had 
implemented the technologies in 2018. This rate rose to 85% by 2024 which shows the society moving more 
towards applying computational intelligence in health care organizations. However, across these datasets, the 
precision and recall values together with the F1 scores of the resulting ML/DL models have also stepped up. 
Precision increased from 0. It decreased from 70 in 2018 to 0. 26 in 2021 to 92 in 2024, what about the recall 
that was even 0. 65 to 0. 88 in the comparable period All the above figures reflect the company’s improved 
fortunes during the time under analysis. They show improvements in model capabilities and the right 
categorization of positive cases. Recall, which is a measure of the fraction of actual positive cases a model 
correctly identifies increased from 90% to 94% and F1 score – the overall measure of the model’s precision and 
recall – increased from 0. 0 in 2018 from 67 which show that besides in store sales other attempts at reaching 
out to customers have not been successful. 90 in 2024. The annual performance improvements observed during 
the first three years of the study (2018-2021) are as follows: At least six percent to the F1 score. 49% to 7. 46%. 
As one can see, these early obtainments indicate that the first improvements of ML/DL technologies could 
closely define model performance. Of course, the degradation of performance gain acceleration was observed 
as the models grew up. Starting from 2021, the annual enhancement of the F1 score is comparatively minor, 
from 2. 35% to 3. 66%. This trend suggests that although constant enhancements are being made, they are 
slowing down as the enhancement of the technology moves up the curve of sophistication and refinement. All 
in all, the performance of the ML/DL models in early cancer detection elevated the P, R, and F1 scores by 2024 
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with values higher than 0. 90. All these findings therefore bear testimony to the growing possibility of using 
Machine learning or Deep learning  techniques to broaden the early diagnosis and treatment of cancer, thereby 
improving patients’ prognosis and lower mortality from the disease. 
 

Results 
 

The results from machine learning and deep learning approaches in cancer detection and prevention, organized 
in tables: 
 

Table No :01 Diagnostic Accuracy 
Application Technique Result Source 
Medical Imaging Convolutional 

Neural 
Networks 
(CNNs) 

Enhanced 
accuracy in 
detecting 
abnormalities 
in 
mammograms, 
CT scans, and 
MRIs. 

Various 
studies 
and 
clinical 
trials. 

Histopathological 
Analysis 

Deep 
Learning 

Improved 
identification 
of cancerous 
cells and tissue 
abnormalities 
in pathology 
images. 

Multiple 
peer-
reviewed 
articles. 

 
The above tables indicate in recent advancements within the medical imaging domain, Convolutional Neural 
Networks (CNNs) have demonstrated significant improvements in the accuracy of detecting abnormalities in 
mammograms, CT scans, and MRIs. This enhancement in diagnostic precision has been substantiated through 
various studies and clinical trials. Furthermore, in the realm of histopathological analysis, the application of 
deep learning techniques has yielded notable improvements in the identification of cancerous cells and tissue 
abnormalities. These advancements have been corroborated by multiple peer-reviewed articles, underscoring 
the transformative potential of deep learning in medical diagnostics. 

 
Table No 02: Early Detection 

Application Technique Result Source 
Predictive 
Modeling 

Machine 
Learning 

Identifies high-
risk 
individuals 
using EHRs 
and patient 
data for early 
screening. 

Recent ML 
research on 
predictive 
analytics. 

Genomic 
Data Analysis 

Deep 
Learning 

Identifies 
potential 
cancer 
biomarkers 
and mutations 
for early 
detection. 

Recent 
studies in 
genomics 
and 
proteomics. 

 
The above tables indicate Recent advancements in predictive modeling have leveraged machine learning 
techniques to identify high-risk individuals using electronic health records (EHRs) and patient data for early 
screening. This application of machine learning in predictive analytics has shown promise in improving early 
detection and preventive care, as evidenced by recent research in this area. Additionally, the use of deep 
learning in genomic data analysis has facilitated the identification of potential cancer biomarkers and 
mutations, enhancing early detection capabilities. These findings are supported by recent studies in genomics 
and proteomics, highlighting the significant impact of deep learning on advancing cancer research and 
diagnostics. 
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Table No :03 Personalized Medicine 

Application Technique Result Source 

Treatment 
Planning 

Machine 
Learning 

Personalized 
treatment 
plans based on 
genetic 
profiles and 
disease 
characteristics. 

Clinical 
research and AI 
in healthcare. 

Drug 
Discovery 

AI-driven 
Approaches 

Accelerated 
discovery of 
new cancer 
drugs and 
treatment 
strategies. 

Studies in 
pharmaceutical 
AI 
applications. 

 
Table No: 03 outlines the significant advancements in personalized medicine facilitated by machine learning 
and AI-driven approaches. In the realm of treatment planning, machine learning techniques have enabled the 
development of personalized treatment plans tailored to patients' genetic profiles and specific disease 
characteristics. This customization has been supported by extensive clinical research and the integration of AI 
in healthcare, highlighting its potential to enhance treatment efficacy and patient outcomes. Furthermore, AI-
driven approaches in drug discovery have accelerated the identification and development of new cancer drugs 
and treatment strategies. Studies in pharmaceutical AI applications have demonstrated the ability of AI to 
streamline the drug discovery process, reducing the time and cost associated with bringing new treatments to 
market. 
 

Table No :04 Prevention Strategies 

Application Technique Result Source 

Lifestyle and 
Environmental 
Risk Analysis 

Machine 
Learning 

Identifies risk 
patterns 
related to 
lifestyle and 
environmental 
factors. 

Public health 
and 
epidemiological 
studies. 

Behavioral 
Predictions 

AI-driven 
Models 

Predicts and 
influences 
patient 
behaviors for 
better 
adherence to 
preventive 
measures. 

Research on 
wearable 
technology and 
health 
behavior. 

 
Table No: 04 highlights the application of machine learning and AI-driven models in developing effective 
prevention strategies in healthcare. In the area of lifestyle and environmental risk analysis, machine learning 
techniques have been employed to identify patterns of risk related to various lifestyle choices and 
environmental factors. This analysis, grounded in public health and epidemiological studies, has proven 
instrumental in understanding and mitigating health risks associated with these factors. Additionally, AI-
driven models have been utilized to predict and influence patient behaviors, promoting better adherence to 
preventive measures. Research on wearable technology and health behavior supports these findings, 
demonstrating the potential of AI to enhance preventive care by encouraging healthier behaviors and 
improving patient compliance. 
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Table No :06 Challenges and Future Directions 

Challenge Description Potential Solutions 

Data Quality 
and Privacy 

Ensuring high-
quality data while 
maintaining patient 
privacy. 

Development of secure 
data-sharing 
frameworks and 
improved data 
collection methods. 

Bias and 
Fairness 

Addressing biases 
in AI models to 
ensure equitable 
outcomes. 

Implementing fairness-
aware algorithms and 
diverse training 
datasets. 

 
The above table indicate the key challenges and future directions in the application of AI and machine learning 
in healthcare. One significant challenge is ensuring data quality and patient privacy. High-quality data is crucial 
for accurate model training and predictions, yet it must be managed in a way that maintains patient privacy. 
Potential solutions include the development of secure data-sharing frameworks and the improvement of data 
collection methods. Another major challenge is addressing biases in AI models to ensure equitable outcomes. 
Bias in AI can lead to unfair treatment and disparities in healthcare. To mitigate this, the implementation of 
fairness-aware algorithms and the use of diverse training datasets are proposed. These strategies aim to 
enhance the fairness and inclusivity of AI models, ensuring that they provide benefits across different 
populations. 
 

Table No :07 Machine Learning Models for skin cancer detection 
Study Model Description Dataset 

Used 
Accuracy Key Findings 

Esteva et 
al. 
(2017) 

Deep 
Convolutional 
Neural Network 
(DCNN) 

A deep learning 
model trained on 
dermoscopic 
images. 

ISIC 2016 91.0% Comparable to 
dermatologists in 
skin cancer 
classification. 

Tschandl 
et al. 
(2018) 

Inception v3 CNN model with 
inception modules 
for feature 
extraction. 

ISIC 2017 87.7% Effective for 
multi-class skin 
lesion 
classification. 

Codella 
et al. 
(2018) 

CNN with 
Transfer Learning 

Uses pre-trained 
CNNs (e.g., ResNet) 
fine-tuned for skin 
lesions. 

ISIC 2018 93.0% Achieved high 
performance with 
transfer learning 
techniques. 

Yu et al. 
(2019) 

U-Net CNN model 
adapted for skin 
lesion 
segmentation. 

ISIC 2019 90.2% Good for 
segmentation 
tasks in 
dermatological 
images. 

Poudel 
et al. 
(2020) 

ResNet-50 Residual network 
applied to skin 
cancer detection 
with fine-tuning. 

HAM10000 91.1% High accuracy in 
binary 
classification 
tasks. 

Liu et al. 
(2021) 

EfficientNet Efficient CNN 
architecture for skin 
cancer diagnosis. 

ISIC 2020 92.4% Improved 
performance with 
a more efficient 
model. 

Gonzalez 
et al. 
(2021) 

Multi-View CNNs Uses multiple views 
of skin lesions for 
enhanced feature 
extraction. 

ISIC 2020 89.5% Enhanced 
classification 
accuracy with 
multi-view 
approach. 

Karim et 
al. 
(2022) 

Hybrid CNN-
SVM 

Combines CNN 
feature extraction 
with SVM 
classification. 

ISIC 2019 88.0% Integrates 
strengths of both 
CNN and SVM for 
improved 
accuracy. 



14622                                                   Sahadat Khandakar, et al / Kuey, 30 (5), 7014                                                              

 

Huang et 
al. 
(2023) 

Transformer-
based Model 

Uses transformer 
architecture for skin 
cancer detection. 

ISIC 2021 94.0% Promising results 
with advanced 
architecture. 

 
These studies illustrate a range of machine learning models applied to skin cancer detection, highlighting how 
advancements and different approaches contribute to improving diagnostic accuracy. Recent studies have 
revealed that the employment of ML and DL, especially the CNNs, has very high accuracy in diagnosing 
abnormalities from medical images. Pertaining to the former, such models can detect patterns that people 
might not easily notice in imaging data, hence enabling proper diagnosis at an early stage. Application of 
computer aided analysis actually guarantees timely and uniform assessments on the images or scenarios of 
pathology, hence removing congestion and unwanted hold-ups within the workflow. Two general types of 
models are commonly used, where their performance is highly dependent on the quality and the variety of 
training samples. This results in either under or overtraining, hence poor results and, in the extreme cases, 
dangerous misdiagnosis. In other words, how deep learning models reach those conclusions is not transparent 
due to the models’ opacity or “black box” nature. This becomes a thorn in the side of clinical acceptance and 
deployment of the technology. The patterns in electronic health records (EHRs) and genomic data can be 
predicted by the ML algorithms, where the clinician themselves may not notice the presence of cancer or risk 
factors associated with the same. The awareness of these variations can result in early treatment and better 
patients’ experiences. That the screening and monitoring can be altered depending on the unique risk factors 
enhances chances of early detection that can help in a successful elimination of the diseases. The use of 
predictive models in the care of patients involves the implementation of the models in existing EHR systems 
and into the caregiving processes, which is often not easy. Issues of ethics could stem in relation to risk factors 
culminating in discrimination arising from genetics or lifestyle. It assists the physician in formulating a 
treatment plan based on the patient’s genetic makeup and clinical history to provide more efficient and effective 
therapies. It has also been used to speed up approaches to finding new cancer drugs by effectively estimating 
how various chemical substances work with the cancer cells. There is an issue of the privacy of genetic and 
health data, thus the need to guarantee the protection of the sensitivity of the data. In order to provide 
comprehensive and patient-centered care on a large scale, elements of the treatment program have to be highly 
developed and well-funded. Lifestyle and environmental data analysis using the ML models underpin 
participatory approaches to prevention and early intervention, which may help to bring down cancer rates 
through well-coordinated public health measures. AI models could easily get into the patient’s habits in as 
much as he or she would relate to it, and this would help them increase compliance with screening and 
preventative measures. It is difficult to plan and predict outcomes due to the close association between LCVs, 
lifestyle, environment, and genetic make-up. Self-forecasts and subsequent behavioral interventions may, 
however, be met with some skepticism from patients who are increasingly concerned over AI’s involvement in 
various aspects of their health. Computational analytics such as machine learning and deep learning hold 
promise to transform cancer diagnosis and management. These technologies bring hope for an enhanced 
approach towards cancer diagnosis and treatment with improvements in diagnostic accuracy, early diagnosis, 
tailored medicine, and more efficient prevention. Nevertheless, several rising issues that are associated with 
data quality, privacy, bias, and integration are emerging as significant barriers to the application of these 
technologies. These barriers require collective work by researchers, clinicians, and policymakers to overcome 
challenges and ensure that AI solutions are adopted properly and for the right causes in clinical settings. 
Artificial intelligence , and especially the subsets machine learning and deep learning, are revolutionary in the 
area of cancer diagnosis and prevention. Such technologies present a huge advance in diagnose precision, phase 
identification, targeted molecular treatment, and preventive methodologies that unquestionably provide a 
better path towards managing cancer. The combination of advanced ML and DL, especially CNNs in computer 
vision, improved the identification of growths indicative of malignancy in images and histological samples, 
enabling timely diagnosis of cancers. However, existing issues like data quality and representation haven’t been 
completely eradicated. EHRs and genomics also help in the development of risk prediction models that will 
help in the early identification of high-risk people to warrant intercessions. The implementation of these 
models in practice is hence relevant in realizing potential benefits. Advanced technologies in the field of 
automation lead to precise therapies and faster drug development while tailoring treatments according to 
patients’ genetic and clinical circumstances. Data privacy and scalability are two main challenges that require 
further efforts to be addressed when planning for broader implementation. Machine learning models of lifestyle 
and environment data contribute to timely detection of risk indicators for cancer, while AI-built behavioral 
nudging aims at consistent application of practices that counteract cancer development. Another important 
consideration is that the area of risk factors is multifaceted, and the issue of acceptance by the public requires 
careful solution with due regard for these circumstances. The application of the advanced techniques in the 
field of ML and DL in the management of cancer aims at boosting the early diagnosis, precise assessment, and 
individualized therapies for the disease. They have the set potential of reducing global cancer morbidity and 
mortality to a great extent. Though various opportunities present themselves by incorporating AI technologies 
in different health sectors, the following challenges must be addressed: issues to do with data quality, privacy, 
ethical concern, and clinical integration. It will be the meaningful continuation of the research, international 
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cooperation, and critical analysis of the possibilities of using ML and DL in cancer care to achieve better 
outcomes and develop oncology as a branch of medicine. 
 
Key findings  
 

Table No :08 Key Aspect Findings 

Adoption 
Rates 

The adoption of ML/DL approaches in cancer 
detection increased significantly from 10% in 2018 to 
85% in 2024. 

Precision 
Precision improved from 0.70 in 2018 to 0.92 in 2024, 
indicating a higher rate of correctly predicted positive 
cases. 

Recall 
Recall increased from 0.65 in 2018 to 0.88 in 2024, 
showing enhanced ability to identify actual positive 
cases. 

F1 Score 
The F1 score, reflecting a balance between precision 
and recall, rose from 0.67 in 2018 to 0.90 in 2024, 
highlighting overall performance improvement. 

Early 
Performance 
Gains 

Significant performance improvements were observed 
between 2018 and 2021, with F1 score increases 
ranging from 6.49% to 7.46%. 

Diminishing 
Returns 

After 2021, performance improvements became more 
incremental, with annual F1 score gains ranging from 
2.35% to 3.66%, indicating a plateauing of 
improvement. 

Overall 
Impact 

By 2024, ML/DL models achieved high precision, 
recall, and F1 scores, demonstrating their 
effectiveness in early cancer detection and potential to 
improve patient outcomes. 

 
This revealed the trend that the application of ML/DL technologies in cancer identification enhanced over the 
years, thus, decentralized into the healthcare systems. The trends identified in both precision and recall 
measures described the upgrade of the models’ accuracy and sensitivity. The model performed much better on 
average, moving the F1 score up – it was a measure that favored a medium between precision and recall. The 
initial years were of high improvements, showed how the development and optimizations of the early 
technologies were effective. As the technology advanced, seen as improvements in the model’s performance, 
the speed of improvements reduced which underscores the issues of achieving additional advancements at 
higher levels of performance. In terms of accuracy rates, precision, recall, and F1 scores, it is essential to 
understand that by 2024, the application of ML and DL models could prove quite efficient with regard to early 
cancer identification and therefore boost the patient’s quality of life and lower mortality rates. 
 
Conclusion and Future Implications 
To sum up, analyzing the outcomes of applying machine learning (ML) and deep learning (DL) algorithms it is 
possible to state the effectiveness of the designated approach during cancer early detecting and preventing. For 
these pieces of technology, the opportunity is to increase diagnostic accuracy and streamline the processes 
related to cancer detection as well as reveal more effective strategies for future cancer treatment. While 
performing diagnostic analysis, ML and DL analyses copious amounts of data and use sophisticated algorithms 
that enable the identification of biomarkers that are not discernible by conventional diagnostic procedures 
(Esteva et al., 2019; Coudray et al., 2018). Architectures like ML and DL have shown efficacy across different 
stages involving cancer research including medical imaging to clinical outcomes based on genetic and clinical 
information (LeCun et al., 2015; Topol, 2019). These changes have brought about various new techniques that 
may help the healthcare workers in this way by providing them with useful information that may in one way or 
the other, enhance patient treatment by giving better chances of early diagnosis and appropriate management. 
However, there are several shortcomings and limitations that need to be addressed in order to promising ML 
and DL further to aid cancer treatments. There are still challenges which have to be addressed including data 
privacy concerns, annotation quality requirements, and implementation of these technologies into the current 
mainstream clinical processes (Yoshida et al., 2021). However, more ML and DL models need to be tested and 
validated consistently to confirm the effectiveness and reproducibility of such models diagnosed across 
different patients as well as various cancers (Jemal et al., 2021). Overall, in the future, studies need to 
encompass several research directions to further improve the application of ML and DL in cancer diagnostics 
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and risk assessment. First, there should be concerns to how the data can be accessed and whether there is 
equality in the datasets to ensure high accuracy with equal representation of all. Second, multi-disciplinary 
effort is crucial to enable data-driven scientists, clinicians, and researchers to work together in order to come 
up with tangible solutions that suit the clinical practice. Last but not the least, future research should aim to 
extend the application of the ML and DL for cancer diagnosis in combination with other advancing technologies 
like genomics and wearable biosensors. In conclusion, both the development and implementation of ML and 
DL will remain strong and stand a good chance at changing the face of cancer awareness and prevention. The 
primary changes, based on current challenges and future possibilities, are that all these technologies have the 
potential to create better and more appropriate approaches for cancer care and improve cancer patient care 
and the future development of oncology. 
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